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1. Introduction

1.1 Background of the Moderator Demonstration Facility

The Spallation Neutron Source (SNS) facility at Oak Ridge National Laboratory (ORNL) is implementing
a Moderator Demonstration Facility (MDF) to demonstrate the performance characteristics of advanced
moderators central to the Second Target Station (STS) for SNS [1]. The MDF will use the "spare"
front-end installation within the SNS accelerator support complex – an ion source, radio-frequency
quadrupole (RFQ) accelerator, and medium-energy beam transport (MEBT) chopper - to provide a 2.5
MeV proton beam of peak current 50 mA and maximum pulse length of less than 10 µs at a repetition rate
of no more than 60 Hz to a suitable neutron-producing target to demonstrate those aspects of moderator
performance necessary to meet the goals of the STS design effort. The accelerator beam parameters are not
open to variation beyond that described above - they are fixed by the nature of the spare front-end
installation (the Integrated Test Stand Facility; ITSF). Accordingly, there are some neutronic challenges in
developing prototypic moderator illumination from a very non-prototypic primary neutron source; the
spallation source we are attempting to mimic has an extended neutron source volume approximately 40 cm
long (in the direction of the proton beam), approximately 10 cm wide (horizontally transverse to the proton
beam) and approximately 5 cm high (vertically transverse to the proton beam), and an isotropic evaporation
energy spectrum with mean energy above 1 MeV. In contrast, the primary neutron source available from
the 7Li(p,n) reaction (the most prolific at 2.5 MeV proton energy by more than an order of magnitude) is
strongly anisotropic, with an energy spectrum that is both strongly dependent on emission angle and
kinematically limited to less than 700 keV, and the interaction zone between the incident protons and any
target material (neutron-producing or not) is intrinsically limited to a few tens of microns. The MDF will
be unique and innovative amongst the world’s moderator test facilities in that it will be intended to be very
prototypic in terms of "moderator illumination" - the spatial variation of the neutron flux entering the
moderator itself - as well as capable of testing so-called high-brightness moderators in a wing
configuration.

1.2 Description of Work

During the design phase of the MDF, the Monte Carlo N-Particle transport code MCNPX v.2.7.0 is being
used as the primary tool for the neutronic analysis of the facility and characterization of the moderator
performance [2]. The Automated Variance Reduction Generator (ADVANTG) code is being utilized to
accelerate the MCNPX calculations [3]. The ADVANTG code generates space- and energy-dependent
weight window parameters for a successive MCNP run by calculating the adjoint flux with the Denovo
discrete ordinates code based on the user defined MCNP tally. We have tested various strategies using
ADVANTG to generate weight window parameters to efficiently calculate detailed moderator performance.
The Design Analysis Kit for Optimization and Terascale Applications (Dakota) toolkit is being
implemented to automate the optimization process of the arrangement of materials having low neutron
capture cross sections but varying slowing-down properties below a highly-inclined lithium target and
extended proton beam footprint in order to match the variation in neutron flux (n/cm2/eV/s between 0.01
and 10 keV) on the outer surfaces of both prototypic high-brightness parahydrogen moderators and
prototypic conventional parahydrogen moderators, while also providing extremely sharp (in time) neutron
pulses [4]. The Dakota toolkit provides a means to execute a parameter study and find which arrangement
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of materials is best suited for matching the illumination of the MDF target/moderator system with the STS
target/moderator system. In order to accurately compare the illumination of the STS target/moderator
system and the MDF target/moderator system during the Dakota runs, two methods were developed and
implemented to quantify how well the spatial distributions of the illumination match and to verify how the
arrangement of materials affected the neutron pulse shape coming from a prototypic moderator. Image
registration techniques are being used to translate the MDF and STS moderator illumination spatial
distributions for comparison using a reduced χ2 value as the figure of merit. In order to verify that the
slowing down time is not excessively increased, an intricate fitting routine is being implemented to fit pulse
shapes from 0.01 meV to 100 eV to the Ikeda-Carpenter function via the LMFIT Python package [5, 6].
These fits are used to characterize any changes in the neutron pulse shape and verify that the material
between the target plate and the moderator does not significantly change the neutron pulse shapes coming
from the moderator that is being characterized. A shielding and power limits analysis was also done for the
MDF to ensure the facility met radiation safety goals.

2. Design of the Model

2.1 Proton Beam and Target System

The MDF is being designed to join with an already existing accelerator system utilizing the ITSF. The
ITSF will supply a proton beam with an average proton energy of 2.5 MeV and a elliptical spatial
distribution with a full width half maximum (FWHM) of 35 mm in the lower-left to upper-right direction
and a FWHM of 31 mm in the lower-right to upper-left direction. Figure 1 shows a plot of the theoretical
proton beam coming from the accelerator on a 80 x 80 mm mesh with 1 mm resolution.
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Figure 1. Proton beam spatial elliptical spatial profile given in percentage of the peak.

The proton beam shown in Figure 1 enters the MDF target station at a 27.5° azimuthal angle and 5°
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vertical angle from parallel to the floor, and is incident on a lithium coated aluminum plate that is parallel
the floor. The lithium coded aluminum plate shown in Figure 2 is a cuboid roughly 8 x 30 x 0.635 cm with
the incident proton beam subtending an ellipse with a projected area of approximately 475 cm2. The
Li7(p,n)Be7 reaction produces neutrons ranging from 120 and 650 keV in an anisotropic angular
distribution that is heavily biased in the forward direction (direction of the incoming proton beam) [7]. As
apart of the target system, there is a layer of material beneath the target and above the outermost layer of
the neutron beam vacuum vessel (shown in red in Figure 2). This layer of material will act to diffuse the
neutrons coming from the MDF target plate in space to match the illumination of the moderators in the
STS. The optimization of the combination of materials and the thickness of this layer of material will be a
topic of discussion in a later section of this paper.

Figure 2. Side view of the MDF target plate and layer of diffusion material. Green is polyethylene,
blue is aluminum, red is the diffuser plate

2.2 Incorporated MDF Shielding

The major contributer of the MDF’s total size consists of various types of shielding materials from
interstacked water blocks to layers of polyethylene. Figure 3 shows the water block shielding around the
MDF target and moderator in the MCNPX model giving the outside dimensions of 150.9 x 156.2 x
152.4 cm. The water blocks are each 22.86 x 15.24 x 45.72 cm, have 0.635 cm thick polyethylene walls,
and each one has two holes (shown in Figure 3a) where aluminum rods add structural support and allow for
several water blocks to be stacked in whatever configuration is desired. Figure 3b shows how the water
blocks have been stacked for the MDF. The green areas in Figures 3a & 3b are customizable blocks of
polyethylene that will be made to fit whichever moderator assembly is being studied. The polyethylene acts
as both a shielding material and a neutron reflector for the neutrons that leak out of the moderator.
Depending on the type of moderator that is being characterized in the MDF, the moderator can be
decoupled from the reflection of the neutrons from the polyethylene and the surrounding water blocks by
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the addition of a cadmium liner inside the aluminum vacuum vessel. This cadmium layer acts as a shield
against the persisting low-energy neutrons that have reached thermal equilibrium with the reflector material
(the polyethylene and water blocks).

(a) Top view (b) Side view
Figure 3. Water block shielding around MDF target and moderator systems
(dark blue - air, light blue - water, green - polyethylene, orange - B4C)

2.3 Moderator

The moderator system inside the MDF target station is being designed to accommodate a wide variety of
moderator shapes and sizes and has the capability to adapt to any number of moderating environments;
from decoupled room temperature water to solid methane moderators. In order to adapt to these varying
conditions, the whole moderator system is one unit inside a vacuum chamber that can be inserted in and out
of the MDF target station on a set of rails. The vacuum vessel is about 1 cm thick aluminum with an
optional 1 mm thick cadmium decoupler layer inside the vessel. Everything in the vacuum vessel is being
designed to mount to the "top" of the vacuum vessel so that by removing the bottom of the vacuum vessel,
the user has access to all of the components in the moderator assembly. The ease of access to the system
would allow the ability to easily apply a cadmium decoupler, verify the orientation of the moderator, place
the thermometry, etc. The moderator will be thermally linked to an outside cryostat via an aluminum arm
and will have a heat shield surrounding the moderator. Figure 4 shows a side view of the moderator system
with the aluminum thermal link on the bottom of the moderator, the optional cadmium decoupler, and the
aluminum heat shield surrounding the moderator. The moderator shown in Figure 4 is a 5 x 10 x 10 cm
decoupled water moderator. The green inside of the vacuum vessel in Figure 4 is polyethylene to act as a
premoderator, reflector, and shielding. This polyethylene has the potential to be removed or changed to a
different material depending on what type of moderator is being characterized.
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Figure 4. Side view of the moderator system.

2.4 Neutron Beam

The neutrons coming from the viewed moderator surface travel down the neutron beam to a suite of
detectors and neutron imaging devices. Figure 5 shows the neutron beam system inside and outside the
MDF target station.

(a) Inside MDF Target Station (b) Outside MDF Target Station
Figure 5. View of the neutron beam system (neutron beam coming out of page).

Before the neutrons exit the MDF target station, they travel inside the aluminum vacuum chamber. The
portion of the vacuum chamber downstream of the moderator is layered with 1 cm thick B4C (shown in
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orange in Figure 5a) to act as a void liner for the neutron beam. The B4C will absorb any neutrons that try
to enter the moderator from along the neutron beam line and beyond. To be clear, the neutron beam is not
guided along the beamline, it is merely transported in a vacuum to the detector suite at the end of the
beamline. The black box in Figure 5a is the heat shield that extends the full length of the neutron beam
while inside the MDF target station and the outside green in Figure 5a is a polyethylene block. Figure 5b
shows the neutron beam system outside the MDF target station and the system is just the outermost layer of
the aluminum vacuum vessel. The darker blue shown in Figure 5b is the outside air.

2.5 MCNP Model Details

The model described above and shown in the above figures is modeled in MCNP. During the development
of the model, the PSTUDY script was used to accelerate the building of the model [8]. In order to calculate
the energy, time, and position-dependent brightness of a pulsed neutron source moderator a time-of-flight
(TOF) adjusted point detector located 2 m downstream of the moderator face was used [9]. The details of
the TOF adjusted point detector will be discussed in a later section. A mesh tally located in the void space
between the diffusion material and the moderator was used to gather the spatial distribution of the neutrons
illuminating the moderator. Another mesh tally is placed over the entire geometry to gather the dose
information needed for the shielding analysis detailed in a later section of this paper.

3. Acceleration of Neutron Transport with ADVANTG

The work in this section was presented at the 2016 ANS Annual Summer Meeting [10].

3.1 Background

Calculating the energy, time, and position-dependent brightness of a pulsed neutron source moderator with
sufficient detail to optimize its use as a source of slow neutron beams is a challenging process. Modern
neutron scattering instrument design methods [11, 12] typically require neutron brightness calculations on
a moderator (or cold source) surface with transverse spatial resolution of order 1 cm, into a solid angle of
less than 0.001 steradian, with energy resolution of no more than 10% in δE/E, and with emission time
resolution of order 10% in δt/t [13, 14, 15, 16]. That is, a single bin in the multidimensional tally space (to
use the MCNPX terminology) might cover one square centimeter of moderator emission surface, emitting
neutrons into a cone of half angle around one tenth of one degree, between energies of 0.95–1.05 meV, at
times from 9.5 to 10.5 microseconds following the simulated instantaneous fast neutron pulse. Achieving
adequate statistics with such fine coverage is very CPU-intensive, and requires significant variance
reduction in order to be practical [17, 18]. Additionally, optimizing target-moderator-reflector geometries
to best match neutron scattering instrument requirements is best done with some level of automated
iterative calculation. While such iterative optimization neither needs nor can accommodate such detailed
phase space resolution, it also requires significant variance reduction in order to optimize, for example, a
figure-of-merit consisting solely of the brightness integrated over the entire 100 cm2 viewed moderator
over all emission times for neutron energies below 5 meV [19] via several hundred iterations.

The methods we have developed rely on two primary forms of variance reduction, implemented in
MCNPX as weight windows (a system for importance sampling in both physical space and particle energy)
and point detectors (a next-event implementation permitting tally contributions to a remote "detector" at
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every scattering collision, not just upon emission from a viewed surface). Using weight windows permits
the Monte Carlo simulation to spend significantly more time in more influential portions of the physical
system, but requires a fair bit of skill, experience, and manual effort to generate an appropriate set of
position and energy dependent weight window parameters in order to succeed. The ADVANTG code
system offers the possibility to generate these weight window sets in a more automated fashion than we
have previously been able to exploit, offering the chance for significantly improved optimization
calculations. The ideal calculation (that is, the one we would most like to optimize) is the above described
point detector, placed some meters away from the viewed moderator (or cold source) surface, typically no
more than 100 cm2 in area in which the intervening space is a neutron flight path. In order to limit
contributions to this point detector tally in the simulation, we typically use the MCNPX "PD" cards to limit
contributions to the point detector tally to those cells (physical volumes) we deem relevant to the
calculation. This limitation removes the need to model many cubic meters of shielding that would be
present in the real system, but do not meaningfully contribute to the point detector, and thus further reduce
calculation time spent in noncontributing portions of the system. Additionally, a neutron beam line will in
practice incorporate extensive shielding and collimation of high-absorption materials (boron, gadolinium,
etc.) to limit the divergence of the neutron beam very precisely, such that only a very specific portion of the
viewed moderator (cold source) surface is visible. We simulate this collimation via a zero-importance
mask—a void cell lying half-way between the point detector and the viewed moderator surface having half
the transverse extent of the desired viewed moderator area with non-zero neutron importance, and a
"picture frame" outside that transverse area with zero neutron importance. These variance reduction
techniques (point detectors with well-chosen PD cards and zero-importance masks) have been documented
to provide multiple order of magnitude increases in calculational efficiency without any loss in
accuracy [15, 20].

Fig. 3b shows the model of the MDF used in the analysis and the location of a point detector 2 m
downstream of the moderator face used to characterize the performance of the moderators. In order to
achieve reasonably good statistics on the point detector results, several geometric and tally configurations
of the model were analyzed with ADVANTG as well as successive MCNPX runs to determine how to
generate the optimum weight windows. The low energy proton-on-lithium neutron source intended for the
MDF is strongly anisotropic, with emission energy spectra dependent upon emission angle. We have
developed a detailed angle and energy-dependent source term, but found that such a source term cannot be
used with ADVANTG, and we were required to use a mono-energetic 1 MeV isotropic point-source instead
to generate the weight windows. Choosing the source energy at 1 MeV conservatively extends the energy
range beyond the MDF energy range. MCNP models with multiple energy distributions used in the source
definition are not supported in ADVANTG. In all of the configurations tested, the Consistent Adjoint
Driven Importance Sampling (CADIS) method of generating variance reduction parameters was used to
arrive at the weight window parameters.

3.2 Choosing the Optimized Tally

Any weight window generation algorithm, including ADVANTG, require a specific tally (more specifically,
a single tally) to serve as figure-of-merit in the optimization process. We originally attempted to use the
point detector tally to drive this optimization procedure, but found that it worked extremely poorly. A type
4 (volume averaged flux) tally proved much more successful. In the beginning, the point detector tally
located 2 m downstream of the moderator surface with an energy range of 1E-11-20 MeV was used as the
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target tally for ADVANTG to optimize. Fig. 6 shows the weight window lower bound values for the
0.01-10 meV bin with the point detector or the viewed moderator volume used as the optimization tally in
ADVANTG.

1.5E12 4.6E4

2.5E-1

Viewed Moderator

Point Detector Location 
Optimized for F5

Zero-Importance Mask

(a) Optimized for Detector Tally

6.8E-2 3.4E1

1.8E3

Point Detector Location

Viewed Moderator 
Optimized for F4

Zero-Importance Mask

(b) Optimized for Cell Flux Tally

Figure 6. Vertical cross sectional view of MDF with weight window upper-bound parameters for
neutrons in the 0.01-10 meV energy bin.

The weight window lower bounds are inversely proportional to the importance. The color scheme in Fig. 6
shows the zones with high weight window parameters (lower importance) with lighter colors and zones
with low weight window parameters (higher importance) as darker colors. Fig. 6a shows the weight
window lower bounds generated when the point detector was used for the optimization tally and these
weight windows resulted in poor statistics in the neutron energy moderator brightness spectra when
compared to runs without the weight windows. The results are not only inefficient, they are also incorrect
because the weight windows shown in Fig. 6a ignore the zero importance mask. The poor statistics were a
result of the source particles being born in lowly weighted areas, where neutrons are subject to Russian
Roulette and being killed before they could reach the point detector. A cell flux tally was set to cover the
downstream 5 cm of the viewed moderator volume, again covering the same energy range from
1E-11 MeV-20 MeV. Fig. 6b shows the weight window parameters generated by optimizing based on the
cell flux tally. The lower weight window parameters (higher importance area) around the moderating
volume in Fig. 6b no longer encourage particles to be born in low importance zones and therefore
drastically improves the statistics in the neutron energy moderator brightness spectra.

Figs. 7 & 8 show the weight window parameters for the 0.8-1 eV and 0.9-1.4 MeV bins respectively.
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Figure 7. Vertical cross sectional view of MDF with weight window parameters for neutrons in the
0.8-1 eV energy bin.
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(b) Optimized for Cell Flux Tally

Figure 8. Vertical cross sectional view of MDF with weight window parameters for neutrons in the
0.9-1.4 MeV energy bin.
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3.3 Optimized Tally Details

We then optimize the details of the cell flux tally, looking at the energy range and depth of the viewed
volume. In order to determine the most effective weight window scheme, the volume encompassed by the
cell flux tally and the energy range given to the cell flux tally were varied. For each configuration of the cell
flux tally volume and corresponding energy range, ADVANTG was executed to generate the weight
windows. Those weight windows were then used in the successive MCNPX run. One thing to note is that
the geometry is constant in both the ADVANTG and MCNPX runs in this analysis. Fig. 9 shows the
resulting FOM for the energy tally bin surrounding 1 meV of the point detector located 2 m away from the
moderator surface. The FOM shown in Fig. 9 is the inverse of the product of CPU-time and the variance of
the tally of interest.
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Figure 9. Cell Tally Optimization

The vertical axis in Fig. 9 represents the energy range given to the cell flux tally and the horizontal axis
represents the volume encompassed by the cell flux tally. The Zones Contributing to PD tick on the
horizontal axis means that the cell flux tally was given the cells that are on the PD card entry for the point
detector, and these cells included the moderator, the polyethylene reflector behind the moderator, the
aluminum liner behind the moderator, and the volume of polyethylene reflector located directly behind the
Al liner before the water blocks. The highest FOM was achieved with the cell flux area reduced to 2 mm
thickness in front of the beam-line and with the cell flux energy range restricted to 0.1-10 meV. A FOM
improvement of almost a factor of 50 was obtained compared against the unbiased control case.

Figure 10 shows the comparison between the neutron brightness spectra for a decoupled water moderator
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with and without the use of ADVANTG generated weight windows with each calculation having the same
computational time: 500 CPU minutes, which provided 1E7 histories without the ADVANTG generated
weight windows, and 1.2E8 histories with them. The ADVANTG weight windows were generated using
the 10x10x0.2 cm3 cell tally volume and the 0.1 meV-10 meV energy range. Figure 10 illustrates the
benefit of the optimally generated weight windows in neutron brightness calculations.
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Figure 10. Moderator brightness versus emission time for neutrons with energies 5 ± 0.3 meV for a
decoupled water moderator

4. Optimization of the Model

4.1 Optimized Quantities

One of the main goals of the MDF is to facilitate an environment surrounding the moderator that is as
similar to the STS as one can achieve. In this paper, we specifically examine how changing the composition
and thickness of a "diffuser plate," material lying between the neutron producing target and the moderator
itself, can make the spatial illumination of the moderator best match that for a spallation source. The spatial
illumination of the moderator is the time, energy, and directional dependent flux entering the moderator at
any point on the moderating surfaces. While trying to match the spatial distribution of the neutrons
entering the moderator, we also had to confirm that the neutron emission time distribution of the moderator
is not significantly altered by the optimization of the spatial illumination of the moderator. During the
optimization, Dakota’s parameter study tool is used to find the optimum configuration of the diffusion
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material based on the spatial distribution matching and the characteristic moderator parameters [4].

4.2 Spatial Distribution Matching

We find that image registration techniques using the phase correlation provide the quickest and most
effective way to find the best position of the moderator below the source in order to best match the fast
neutron flux illumination in the MDF to a comparable illumination on a spallation source.

4.2.1 Phase Correlation Image Translation

Image registration techniques have long been used in image processing to compare two or more
images [21]. The phase correlation method is an image registration technique used to determine the relative
translative, scale, and rotational shift between two similar images by using the fast Fourier transforms
(FFTs) of the images [22]. The FFTs of the images are used to produce a cross-power spectrum, and the
inverse FFT of the cross-power spectrum results in a cross correlation matrix with a distinct peak
corresponding to the relative translative shift between the two images [21, 23]. The algorithm used in the
optimization for finding the relative translative shift is as follows:

1. Compute the FFT of both images, where F(u, v) is the FFT of the MDF spatial distribution and
G(u, v) is the FFT of the STS spatial distribution.

2. Compute the cross-power spectrum, F(u, v)G∗(u, v) where G∗(u, v) is the conjugate of G(u, v)

3. Compute the inverse FFT of the cross-power spectrum to produce the cross correlation matrix

4. Find the location of the maximum in the cross correlation matrix (the location corresponds to the
relative shift between the two images)

Figure 11 shows the two input images (Figures 11a & 11b), the computed cross correlation (Figure 11c),
and the resulting translated image (Figure 11d). Figure 11a shows the spatial distribution of neutron flux
with energies from 1 eV to 1 keV without the diffuser plate. The mesh tally used to produce Figure 11a is
placed in the void space between the inner aluminum wall of the MDF target station and the outside
decoupler layer of the moderator vacuum vessel.
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(b) STS Spatial Distribution, G(u,v)
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(c) Cross Correlation, F(u,v)G∗(u,v)
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(d) Translated MDF Spatial Distribution

Figure 11. Phase Correlation Method
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The above phase correlation method proves to be the most accurate estimate of the relative translation
between two similar images when compared to other methods. The other methods used in the comparison
are as follows:

• Shifting the image by the difference in the location of the peaks in the two images

• Shifting the image by the difference in the location of the center of mass (COM) of the two images

• Shifting the image by a series of ∆Ys ("brute force method") and calculate a χ2 value for each shift

Figure 12 shows the comparison in the translative methods. The figure of merit is the reduced chi-squared
of the translated MDF data and the STS data and the translation corresponding to the lowest reduced
chi-squared is best.
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Figure 12. Comparison of Translation Methods

4.2.2 Chi-Squared Statistic Calculation

Once the spatial distributions of the MDF and STS have been aligned, a chi-squared statistic is calculated
for the goodness-of-fit estimation of the two spatial distributions. The chi-squared statistic that is
calculated in this optimization routine is shown in Equation 1:

χ2 =
∑

i

(F(x, y)i −G(x, y)i)2

σ2
F(x,y)i

+ σ2
G(x,y)i

(1)

where F(x,y) is the MDF spatial distribution, G(x,y) is the STS spatial distribution, and σ is the standard
deviation of the spatial distributions.
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4.3 Confirmation of the Neutron Emission Time Distribution

While trying to best match the MDF spatial distribution with the STS spatial distribution, we have to
ensure that the neutron emission time distribution of the moderator will not be altered.

4.3.1 Fitting Routine

A Python script was developed utilizing the Non-Linear Least-Squares Minimization and Curve-Fitting
for Python (LMFIT) package to fit both the Ikeda-Carpenter (IC) and spectral beam current function [6, 5].
LMFIT is built upon the Scipy Python Library and offers a powerful suite of tools for data fitting [24]. The
user gives LMFIT a dataset to fit to a user-defined model, defines a set of parameters within the model by
allocating parameter values, ranges, whether LMFIT is allowed to vary the parameter, etc., and then
LMFIT applies an optimization/minimization routine to find which parameter set gives the minimal
chi-squared value between the original dataset and the model. After the optimal parameter set is found,
LMFIT provides many tools to display the outcome of the fitting routine. The IC function is a physically
inspired formulation of the emission time distribution of a pulsed-source moderator [5].

The fitting routine described above was used to fit the neutron emission time distributions to the IC and
spectral beam current functions. The details of these fits are described in APPENDIX A. and
APPENDIX B. Figures 13 & 14 shows the neutron emission time distributions for neutron energies of 1,
10, 100, and 1000 meV, and the three fits corresponding to the three weighting schemes used in the fitting
routine for the case of 5 cm of aluminum between the moderator and the source.
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Figure 13. Fitting results of neutron emission time distributions from the MDF

16



10-8 10-7 10-6 10-5 10-4 10-3

Time (s)

109

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

P
u
ls

e
 (

n
/s

te
ra

d
(p

)/
p
u
ls

e
/u

s/
e
v
)

100.0meV Second Round

Best Fit Log
W=Val/Val_err**2

W=Val**2/Val_err**2

Log Fit
Real Data

(a) 100 meV

10-8 10-7 10-6 10-5 10-4 10-3

Time (s)

109

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

P
u
ls

e
 (

n
/s

te
ra

d
(p

)/
p
u
ls

e
/u

s/
e
v
)

1000.0meV Second Round

Best Fit W=Val/Val_err**2

W=Val/Val_err**2

W=Val**2/Val_err**2

Log Fit
Real Data

(b) 1 eV

Figure 14. Fitting results of neutron emission time distributions from the MDF
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4.3.2 FWHM and Beam Intensity Comparisons

Since the analytical pulse shape fit did not do particularly well, constancy of the neutron emission time
distribution had to be verified via other techniques. The FWHM and time-integrated value (Beam Current)
of the neutron emission time distributions at 10 eV were calculated and the resulting values are shown in
Figures 15a, 16a, 17a, & 18a. Figures 15a, 16a, 17a, & 18a show that the FWHM does not deviate more
than 10 µs from the original value and that the beam current does not drop more than a factor of 6 for any
of the diffusion materials at any thicknesses evaluated in this optimization study. Figures 15b, 16b, 17b, &
18b shows the 10 eV pulse shapes for each of the materials in the study at various thicknesses. These
figures show that there is no significant variation of the neutron emission time distributions for the various
materials and will allow the best material chosen by the Dakota optimization routine to be directly
implemented in the MDF.
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Figure 15. Analysis of 10 eV Pulse for Aluminum as the diffusion material
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Figure 16. Analysis of 10 eV Pulse for Iron as the diffusion material
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Figure 17. Analysis of 10 eV Pulse for Lead as the diffusion material
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Figure 18. Analysis of 10 eV Pulse for Polyethylene as the diffusion material
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4.4 Dakota Results

In order to match the spatial distribution, we compare the spatial distribution of the slowing-down intensity
illuminating the MDF moderator with a comparable quantity as calculated for the SNS STS. Specifically,
we compare F(x,y), the flux between 0.01 and 10 keV at point (x,y) as shown in Figure 11a, with G(x,y)
being the same quantity coming from STS as shown in Figure 11b. We characterize the difference between
the F(x,y) and G(x,y) with a reduced χ2 and the L2Norm of the difference between the spatial distributions.
The Dakota parameter study routine took the type and thickness of the diffusion material and ran the
respective MCNPX simulation and analysis routine. The analysis routine executes the spatial distribution
matching routine described above in Section 4.2 and calculated χ2 and L2Norm values for the comparison
of the MDF and STS spatial illumination matching. The χ2 value is calculated with Equation 1 in Section
4.2.2. The equation for the calculation of the L2−Norm is given in Equation 2 below.

L2Norm =

√√√√√ N∑
i=0

(F(x, y) −G(x, y))2

N
(2)

These values from the Dakota routine are shown below in Figures 19 and 20.
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The comparison values above show that 5 cm of Al-6061 provides the closest match of the MDF spatial
illumination to the STS spatial illumination. Figure 21 shows the best match of the spatial illumination
between the MDF and STS. The comparison of the FWHM and Spectral Beam Intensity above confirm that
by adding 5 cm of Al-6061 between the moderator and source will not drastically alter the neutron
emission time distribution. Figures 22 and 23 show cuts through the original spatial distribution (without a
diffuser plate) and through the best spatial distribution match (5cm of Al as the diffuser plate). The local
peaks shown in Figures 22 and 23 are due to rough statistics in the mesh tally used to produce the figures.
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Figure 21. Best Match of the spatial illumination between the MDF and STS
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Figure 22. X=0 Cross section of spatial distribution
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Figure 23. Y=0 Cross section of spatial distribution
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5. Shielding Analysis

The model described in Section 2. was used in a shielding evaluation to verify that the MDF will not have
unwanted restrictions to personnel when in operation. The source for this shielding analysis was set at 30
1-µs pulses per second at a nominal peak current of 50 mA. The water block shielding surrounding the
source/moderator system act as the primary shielding for this analysis. Figures 24, 25 and 26 show the total
dose maps (neutron dose plus photon dose) resulting from the shielding analysis. To calculate the neutron
and photon dose, ICRP-10 flux-to-dose conversion coefficients were used to convert the flux in a
5.018x5.108x5.018 cm voxel to dose equivalent rate in units of rem/hr. The mesh tally spanned 2 m outside
of the MDF target station walls. In Figures 24, 25 and 26, the MDF target station is shown as the white box
in the middle of the dose map. The contours in the figures are each of the radiation classification zones at
ORNL and show that outside of the Radiation Buffer Area (blue contour in Figures 24, 25 and 26), no
restrictions are required for operating with this configuration of the source. For Figures 24 - 35, the XY
view corresponds to the view in Figure 3a, XZ view corresponds to the view in Figure 3b, and YZ view
corresponds to a zoomed out view of Figure 5. Figures 27, 28 and 29 show the corresponding relative error
of the total dose mesh tally.

Figure 24. XY View of the dose distribution
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Figure 25. YZ View of the dose distribution

Figure 26. XZ View of the dose distribution

28



Figure 27. XY View of the dose relative error

Figure 28. YZ View of the dose relative error
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Figure 29. XZ View of the dose relative error
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Figures 30, 31, 32 show the fraction of neutron dose contributing to the total dose and Figures 33, 34, 35
show the fraction of photon dose contributing to the total dose. These figures clearly show that a majority
of the dose outside of the water blocks of the MDF target station is due to photon dose. In order to combat
that dose, a study of the dose outside the MDF target station when 20 g/L of boron was in the water blocks
yielded a reduction of the dose by only a factor of 2-3 and the results of this study are not included in this
paper.

Figure 30. XY View of neutron/total dose
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Figure 31. YZ View of neutron/total dose

Figure 32. XZ View of neutron/total dose
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Figure 33. XY View of photon/total dose

Figure 34. YZ View of photon/total dose

33



Figure 35. XZ View of photon/total dose
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6. Conclusions

The design of the MDF target station will allow next generation moderators intended for use on the STS to
be characterized by a prototypic moderator illumination similar to the STS. In order to improve the
prototypic moderator illumination, a 5 cm Al-6061 diffuser plate is added between the target plate and the
moderator. Various diffuser materials and material thicknesses were analyzed with an elaborate Dakota
parameter study. Many tools were used to accelerate the neutron transport of the MDF model, quantify the
similarities between MDF and STS spatial distributions, and verify that the addition of a diffuser plate
would not alter the neutron emission time distribution. Much work was done optimizing the weight
windows generated by ADVANTG. The phase correlation image translation technique was used to translate
the spatial profiles in order for a χ2 value to be calculated. A fitting routine using the LMFIT Python
package was developed to verify that the neutron emission time distribution was not changed by the
addition of the diffuser plate, but ultimately was replaced by a comparison of the FWHM and beam current.
Finally, a shielding analysis confirmed that the shielding incorporated into the MDF target station was
sufficient to classify the zone within 2 m from the wall of the MDF target station a Radiation Buffer Area.
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APPENDIX A. Details of Fitting the Ikeda Carpenter Function

Fitting the Ikeda-Carpenter Function

IC function has long been used to characterize the emission time distribution of neutrons coming from
pulsed-source moderator surfaces [5, 25, 26, 27]. Equation 3 shows the IC function as written in the
referenced paper:

ψ(v, t) =
α

2

{
(1 − R)(α(t − t0))2e−α(t−t0) + 2R

α2β

(α − β)3 ×

[
e−β(t−t0) − e−α(t−t0)

(
1 + (α − β)(t − t0) +

1
2

(α − β)2(t − t0)2
)]}

(3)
for t > 0 where α = vΣ, R is the ratio of the area of the second term to the total area, β is the time constant
for the storage term and Σ is the total macroscopic cross section [5]. The IC function is also only a spectral
shape function and therefore integrates to unity. The IC function consists of two components: the slowing
down term and storage term. The slowing down term represents the neutrons that are emitted while they
are slowing down but not completely thermalized, and the storage term accounts for the neutrons that are
emitted after they have been thermalized.

The IC function can be used to fit measured or simulated time emission distributions from pulsed-source
moderators by fitting the following four parameters:

• α = vΣ - where Σ is the macroscopic cross section and v is the velocity of the neutron

• β - the time constant of the slowing down distribution.

• R - the ratio the storage term over the slowing down term. R gives an indication of the prominence of
the tail of the distribution.

• t0 - the time delay of the neutron flight time between the detector and the emission surface.

In order to fit the neutron time emission distributions for neutron energies between 0.01 meV and 100 eV,
the fitting routine developed to fit the IC function with the LMFIT suite of tools incorporated iterative
fitting. Iterative fitting is when the user supplies initial guesses for the first neutron emission time
distribution at the highest energy in the dataset, and then the routine calculates the best parameter set for
that highest energy and uses that parameter set as the initial guess for the next lowest energy in the dataset.
For example, to start the fitting routine, the user supplies the initial guesses for the parameters at 100 eV.
The fitting routine then calculates the best parameter set for 100 eV and uses the optimized parameter set at
100 eV as the initial guess for the search for the best parameter set at 99 eV and so on. Also, each neutron
time emission distribution was fit in two rounds. The first round of fitting allows all four variables to vary
in order to acquire an estimate for β and t0. The second round of fitting holds β and t0 constant and fits R
and α.

Along with iterative fitting and fitting in rounds, the fitting routine also incorporates three different
weighting schemes to be used in the non-linear least-squares fitting:
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• Fitting Strategy 1: Wi =
xi
σ2

i

• Fitting Strategy 2: Wi =
x2

i
σ2

i

• Fitting Strategy 3: Fit the logarithm of the data without weights

where xi is the value that is being fitted and σi is the variance of the value being fitted. Originally, the
weight was set to Wi = 1

σ2 based on a literature review but the results were not satisfactory [28]. Therefore
the three weighting schemes above were devised. As the fitting routine fits the spectra from the highest to
the lowest energy, all three weighting schemes are used to calculate three different parameter sets. Three
chi-squared statistics are calculated using these three parameter sets and the parameter set with the lowest
chi-squared value is chosen as the optimal parameter set.

Originally, the parameters in the below figures were fit to analytical functions as described in the
referenced paper [5] and shown below in Equations 4,5 and 6.

α = v
√

S 2
1 + S 2

2λ
2 (4)

where S 1 and S 2 are the fitted parameters.
β = C (5)

within 0.4<λ<0.6 Angstroms where c is the fitted parameter.

R = exp(−E/E0) (6)

where E0 is the fitted parameter. Figures 36, 37, 43 and 39 show the fitted parameters for energies between
0.01 meV and 100 eV. These parameters were then fit with the magenta fit line to provide a set of six
parameters as feedback for the Dakota optimization scheme. Figure 40 shows both the fitted R and β
parameters plotted on the same plot. By plotting R and β on the same plot, it shows how both parameters
take drastic turn within approximately the same energy range. This suggests that there is another energy
dependence in the fitting equations for R and β. The dependence has not yet been formulated into the
current fitting equations but is subject for future work.
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The single set of four parameters, S 1, S 2, c and E0 are then used as the parameters in the Dakota run for
determining if the change in the diffusion material affected the moderator characteristic pulse shape.
However, during the testing phase of the Dakota script, these parameters were consistently off from what
would be expected in a well controlled, perfectly decoupled, room-temperature water moderator. The next
step was to debug what was happening inside the fitting routine to produce these incorrect characterization
parameters. After color-coding the data points in Figures 36, 37, 43 and 39 by which least-squares weight
was used to determine the parameter, some clear trends appeared. For the very high energies, from 15 to
100 eV, Fitting Strategy 3 was chosen, from 80 meV to 15 eV Fitting Strategy 1 was chosen, and from 80
meV and down Fitting Strategy 3 was chosen for a majority of the energies. From these plots, it was clear
that the fitting routine was choosing the "best" fitting routine based upon the chi-squared value and not a
bug in the code. It was then determined that the characteristic fitting equations were only valid in the
energy (or wavelength) range originally used in the referenced paper, 0-6 Angstroms [5].

Figures 41, 42, 43, and 44 show the results from the Dakota parameter study routine using the fit of the IC
function to characterize the neutron emission time distribution. Before performing the parameter study, the
expectation was that each of the parameters should remain roughly constant over all of the configurations.
The same room temperature decoupled water moderator was used in each of the configurations and neither
the thickness or composition of the diffusion material should drastically change the character of the
moderator. For the majority of configurations, the fitted parameters conform to the previous notion of
constantcy. However, not all of the configurations met this notion and because of the nonconformity, we
had to use other metrics to determine whether there is a significant change in the neutron emission time
distribution (as discussed above in Section 4.3.2). At higher energies, the IC function still fits the data well,
but the parameters take on new meanings. For example, the β parameter is used to make a good fit but no
longer characterizes the exponential decay.
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APPENDIX B. Details of Fitting the Spectral Beam Intensity

Fitting the Spectral Beam Intensity Function

The spectral beam current function describes the spectral intensity as a function of energy of the neutrons
emitted from the surface of the moderator. Fitting both the spectral beam current function and the IC
function allow the full characterization of the neutrons emitting from the moderator. Equation 7 shows the
spectral beam current function from the referenced paper:

i(E) = iTh
E

E2
T

e−E/ET + iepi
∆(E)
∆(E0)

1
E

(
E
E0

)α
(7)

where iTh is the time-average integrated Maxwellian spectral beam current, ET is the mean energy of the
Maxwellian, iepi is the time-average epithermal spectral beam current, ∆(E) = (1 + eαλ−b)−1, the "joining
function" where α is the leakage exponent, and E0 is the reference energy for the epithermal beam
current [5]. Several papers show that an additional term must be included with Equation 7 in order to
adequately fit the spectral beam current from a pulsed-source moderator [25, 26, 27]. Therefore, an
exponential term is added to Equation 7 and variables are rearranged so that the covariance between fitted
parameters is minimized. Equation 8 shows the resulting equation that is used to fit the spectral beam
current during the Dakota optimization.

i(E) = iepie−c/
√

(E)

R E
E2

T

eE/ET +
1 + eb(Rab0.286/

√
E0−1)

1 + eb
(
Rab0.286/

√
E−1

) 1
E

(
E
E0

)α (8)

The following is the set of parameters used in the fitting of the spectral beam current during the Dakota
optimization [5]:

• R - Ratio of iTh
iepi

where iTh is the time-average integrated Maxwellian spectral beam current

• iepi - is the time-average integrated epithermal portion of the spectral beam current

• ET - is the mean energy of the Maxwellian

• α - is the leakage coefficient

• Rab - is the ratio of a
b that are used in the "joining function"

• c - is the constant in the e−c/
√

(E) term where the term resembles the behavior of a 1/v absorber [26]

• b - another term used in the "joining function"

Figure 45 shows the results from fitting the MDF simulated spectral beam current for a decoupled
room-temperature water moderator. The strategy used to fit the spectral beam current is similar to the
strategy used to fit the IC function. The fit for the spectral beam current was calculated using the same
LMFIT Python package by fitting the logarithm of the data. Like the fitting strategy for the IC function, the
spectral beam current is fit with rounds of fitting where the first round fits α and iepi and then fits the rest of
the parameters on the second round while holding α and iepi constant.
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Figure 45. Fitted and Simulated MDF Spectral Intensity

Figures 46, 47, and 48 show the results from the Dakota parameter study using the fitting of the spectral
beam current to determine if there was an effect from the diffusion material on the spectral beam current.
The expectation for the ratio of iTh/iepi was that there would be a clear trend as the thickness of the
diffusion material increased. However, Figure 46 shows a sporadic distribution of the ratio. Figure 47
shows ET values on the order of 1E6 GeV and that is just simply impossible. These results cannot be
trusted and that is another reason why we chose to go with the methods described in Section 4.3.2. Figure
48 shows the peak values of the spectral beam current for each of the configurations and involves no fitting
to determine this value.
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