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ABSTRACT

Irradiation-assisted stress corrosion cracking (IASCC) of austenitic stainless steels in Light Water Reactor (LWR) components has been linked to changes in grain boundary composition due to irradiation induced segregation (RIS). This work developed a robust RIS modeling tool to account for thermodynamics and kinetics of the atom and defect transportation under combined thermal and radiation conditions. The diffusion flux equations were based on the Perks model formulated through the linear theory of the thermodynamics of irreversible processes. Both cross and non-cross phenomenological diffusion coefficients in the flux equations were considered and correlated to tracer diffusion coefficients through Manning’s relation. The preferential atom-vacancy coupling was described by the mobility model, whereas the preferential atom-interstitial coupling was described by the interstitial binding model. The composition dependence of the thermodynamic factor was modeled using the CALPHAD approach. Detailed analysis on the diffusion fluxes near and at grain boundaries of irradiated austenitic stainless steels suggested the dominant diffusion mechanism for chromium and iron is via vacancy, while that for nickel can swing from the vacancy to the interstitial dominant mechanism. The diffusion flux in the vicinity of a grain boundary was found to be greatly influenced by the composition gradient formed from the transient state, leading to the oscillatory behavior of alloy compositions in this region. This work confirms that both vacancy and interstitial diffusion, and segregation itself, have important roles in determining the microchemistry of Fe, Cr, and Ni at irradiated grain boundaries in austenitic stainless steels.
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1. Introduction and motivation

Austenitic stainless steels are widely used in nuclear reactors because of their good mechanical properties at high temperatures, excellent corrosion resistance, and good fabricability. They are subjected to extensive neutron radiation and thermal aging during normal nuclear reactor operation. The phenomena of radiation-induced segregation (RIS), radiation-enhanced diffusion, and radiation-induced precipitation are commonly observed in irradiated austenitic stainless steels [1-4]. Microstructural and microchemical changes due to the combined radiation and thermal effects can cause material degradation during service. For example, radiation-induced chromium (Cr) depletion, often observed at grain boundaries (GBs), is suspected of being a key variable for irradiation-assisted stress corrosion cracking [3]; and the enrichment of nickel (Ni) and silicon at dislocations and/or Frank loops promotes the formation of the G phase or γ' phase, contributing to irradiation-induced hardening [5]. Of the various radiation-relevant phenomena, RIS has been subjected to extensive experimental study and theoretical modeling because of its technological importance.

RIS occurs primarily for two reasons. First, radiation produces quantities of point defects (vacancies and interstitials) and defect clusters far in excess of equilibrium concentrations [6]. Second, those defects that are mobile and escape from recombination are reincorporated into the crystal structure at dislocations, GBs, and other defect sinks, sustaining continuous fluxes of radiation-induced defects near the sinks. RIS occurs when the fluxes of these defects are preferentially associated with one or all of the alloying elements of a multi-component alloy. RIS modeling describes the segregation kinetics of a system in which the atomic diffusion is not only subjected to an unusual driving force, i.e., the chemical potential gradient of point defects, but also enhanced by the increased local point defect concentrations caused by irradiation.

RIS of concentrated iron (Fe)-Cr-Ni alloys at GBs has been the subject of extensive experimental study [7-15]. Despite different alloy compositions, irradiation conditions, and the measurement uncertainties of experimental capabilities, the segregation of elements always involves an enrichment of Ni and a depletion of Cr at sinks. This phenomenon has been explained by Marwick’s Inverse Kirkendall (IK) effect [16], in which atomic fluxes are driven by defect gradients, as opposed to the Kirkendall effect [17]. RIS of concentrated Fe-Cr-Ni alloys has been simulated using the Perks model [18], in which the IK effect is formulated into diffusion flux equations based on the theory of the thermodynamics of irreversible processes (TIP) [16]. The segregation profile calculated from this model is exclusively from preferential atom-vacancy coupling, assuming a neutral contribution from interstitial flux, i.e., no preferential atom-interstitial association. In the Perks model, the migration energy of an atom via a vacancy is constant and is the same for all three elements (Fe, Cr, and Ni); and the preferential coupling between a vacancy and a constituent element is realized through different atom-vacancy jump rates. The diffusion coefficients calculated from the Perks model could not account for their composition-based dependencies. Allen and Was [19] later modified the Perks IK model by incorporating composition-dependent migration energies into the calculation of diffusion coefficients via vacancy, which greatly enhanced the predictive ability of the model for a wider range of alloy compositions and temperatures. While the effective migration energy in the modified IK (MIK) model is described as composition-dependent, other composition-dependent variables, such as the thermodynamic factor and correlation coefficients, are assumed to be constant. Furthermore, the local equilibrium energy used to calculate the effective migration energy is obtained by averaging the cohesive and ordering energy of binary systems. These
simplifications limit the capability of the Perks or the MIK model to fully describe the composition dependence of RIS profiles.

Both the Perks and the MIK models assume no preferential atom-interstitial coupling. The effective migration energies and jumping frequencies of Fe, Cr, and Ni interstitials are assumed to be the same. To account for preferential atom-interstitial coupling, Wiedersich and Lam [14, 20] added an interstitial binding factor into the IK model. This modification allows dumbbell interstitials, instead of being randomly occupied, to be preferentially occupied based on the binding factor and composition. More sophisticated models [21, 22] that derive kinetic equations from the microscopic configurations of interstitial dumbbell complexes were also used to model interstitial diffusion. However, because of a lack of data for interstitial diffusion, other simplifications were needed, such as neglecting the correlation factors.

Oscillatory behavior of RIS profiles, such as a “w-shape” in the vicinity of a GB, was often observed [11, 15]. Busby et al. [11] found that such behavior is related to the thermodynamic segregation due to Gibbsian adsorption before irradiation. They were able to describe the transitory w-shape profile, although the shape disappears at a dose of 0.001 dpa, much earlier than in experimental observations (1 dpa). The discrepancy might be due to the use of a constant thermodynamic factor [6]. Nastar recently used atomistic-scale mean-field lattice rate models to simulate composition-dependent jump frequencies [6]. By using the enriched Cr profile either from experimental measurement or model calculation as input, a w-shape profile was predicted as a transient state toward the strong post-irradiation depletion of Cr. Nastar also attributed the oscillatory behavior in RIS profiles to the local equilibrium between the surface plane and the next plane.

The present work proposes a systematic strategy for evaluating the diffusion flux through both the vacancies and the interstitials in irradiated Fe-Cr-Ni alloys. First, composition-dependent mobility models for Fe, Cr, and Ni are developed using the CALPHAD (CALculation of PHAse Diagram) approach [23, 24]. The CALPHAD approach has been widely used to model the Gibbs free energy and diffusion activation energy/prefactor of alloy phases as a function of composition and temperature, based on thermodynamic and mobility models [25, 26]. Thermodynamic models are optimized based on experimental thermodynamic property and phase equilibrium data. Mobility models are optimized based on experimental self-, tracer-, intrinsic- and inter-diffusion coefficients. Correlation factors are implicitly included in the mobility models. The mobility models developed from the CALPHAD approach are based solely on thermal diffusion data via vacancy, as the high formation energy of the most stable self-interstitial (001) dumbbell in face-centered-cubic (fcc) metals, 3.2–3.6 eV, is large enough to preclude the formation of thermal interstitials [27]. Therefore, CALPHAD mobility models account for preferential atom-vacancy coupling only.

Second, the mobility models are integrated into the RIS model to calculate diffusion fluxes and 1-dimensional segregation profiles at random high-angle GBs. The calculated RIS profiles essentially result from preferential atom-vacancy coupling only, as no preferential atom-interstitial coupling is considered in this step. Third, if the calculated segregation profiles show good agreement with experimentally determined segregation profiles, then a conclusion can be reached that the RIS is due to the preferential atom-vacancy coupling mechanism. If not, preferential atom-interstitial coupling is included in the RIS modeling.
Although the composition dependence of the diffusion coefficient through interstitials could also be described by a mobility model similar to the one for diffusion through vacancies, the optimization of the model parameters is subject to large uncertainties because there are few available experimental data for interstitial diffusion. Therefore, the interstitial binding model of Wiedersich and Lam [14, 20] is preferred here because it has fewer adjustable parameters. Optimal values for binding energy are obtained when the calculated RIS profiles best reproduce the experimental RIS data. They are also subject to validation by separate experimental RIS data that are not used for optimization. Fourth, the satisfactory RIS model developed in the third step is used to examine the relative importance of the vacancy and interstitial contribution to RIS in Fe-Cr-Ni alloys, as well as the contribution from the composition gradient due to the segregation itself.

In the following sections, the theory and mathematical equations used for RIS modeling, mobility, thermodynamic factor, and interstitial binding are first presented, followed by the calculated results, their comparison with experimental data, and finally, the discussion and conclusions.

2. Theory and Mathematical Equations

2.1 Atom and point defect diffusion fluxes in RIS modeling

Defect production, recombination, and incorporation at sinks such as dislocations and GBs is modeled in the same way as in the Perks [18] and MIK model [19]. Note that the influence of defect sink characteristics such as GB structure is neglected in the following discussion; it is assumed that all sinks act according to perfect sink criteria and hence approximate RIS observed at random high-angle GBs [28]. This approximation was used to simplify the presentation of the model and analysis. The diffusion flux is described based on the linear theory of TIP used in Wolfer’s work [29]. Wolfer has derived flux equations for an A-B binary system. Perks et al. [18] extended it into ternary systems with some simplifications, such as negligible thermodynamic factors and constant migration energy for each element. In this work, the flux equations for ternary systems are derived without such simplifications. The major assumptions of this work, which were adopted from Wolfer’s work, are summarized thus: (1) diffusion of atoms takes place via vacancy and interstitial mechanisms. Only single vacancies and interstitials are considered. For the latter, an atom migrates as part of the dumbbell interstitial configuration. (2) No coupling exists between vacancy-associated atom fluxes ($J_{AV}$, $J_{BV}$, $J_{CV}$) and interstitial-associated atom fluxes ($J_{AI}$, $J_{BI}$, $J_{CI}$). According to TIP, the fluxes of atoms and point defects are linearly dependent on the gradients of chemical potentials of all elements and defects. The derivation of the atomic flux equations associated with vacancy is described in Eqs. (1) – (3).

$$J_{AV} = -L^V_{AA} \nabla(\mu_A - \mu_V) - L^V_{AB} \nabla(\mu_B - \mu_V) - L^V_{AC} \nabla(\mu_C - \mu_V).$$  \quad (1)

$$J_{BV} = -L^V_{BB} \nabla(\mu_B - \mu_V) - L^V_{AB} \nabla(\mu_A - \mu_V) - L^V_{BC} \nabla(\mu_C - \mu_V).$$  \quad (2)

$$J_{CV} = -L^V_{CC} \nabla(\mu_C - \mu_V) - L^V_{AC} \nabla(\mu_A - \mu_V) - L^V_{BC} \nabla(\mu_B - \mu_V).$$  \quad (3)

$L^V_{ij}$ ($i,j=A, B, C$) is the phenomenological coefficients. $\mu_i$ ($i=A, B, C, V$) is the chemical potential of A, B, C, and vacancies. The driving forces for these fluxes, $J_{UV}$ ($i=A, B, C, V$), are the chemical potential gradients of atoms and vacancy defects. The chemical potential can be converted into concentrations through Eqs. (4) and (5):
\[ \mu_i = \mu_i^0 + kT \ln(\gamma_i x_i), \quad (i = A, B, C); \quad (4) \]
\[ \mu_v = kT \ln \left( \frac{x_v^{eq}}{x_v^0} \right), \quad (5) \]

where \( \mu_i^0 \) is the chemical potential of the atom in a reference state, \( T \) is temperature, \( \gamma_i \) is the activity coefficient, \( x_i \) is the mole fraction of element A, B or C. \( x_v^{eq} \) is the mole fraction of vacancy in the system, and \( x_v^0 = \exp(-\frac{G_v^f}{kT}) \) is the thermodynamic equilibrium concentrations of vacancies. \( G_v^f \) is the formation energy of a thermal vacancy in an A-B-C alloy. Therefore, the chemical potential gradient can be rewritten based on the concentration gradients:

\[ \nabla \mu_i = kT \frac{\varphi_i}{x_i} \nabla x_i; \quad (6) \]
\[ \nabla \mu_v = kT \left( \frac{1}{x_v} \nabla x_v + \sum_{i=A,B,C} \frac{\partial c_i^f}{kT \partial x_i} \nabla x_i \right), \quad (7) \]

where \( \varphi_i \) is the thermodynamic factor of element “i” and denoted by \( \varphi_i = 1 + \frac{\partial \ln(y_i)}{\partial \ln(x_i)} \), and \( k \) is Boltzmann’s constant. Assuming the formation energy of a vacancy is independent of the composition variation, the second term in Eq. (7) can then be omitted. The total flux of vacancy \( J_v \) is related to the partial flux of vacancy \( J_{AV}, J_{BV}, \) and \( J_{CV} \) by \( J_v = -(J_{AV} + J_{BV} + J_{CV}) \). By substituting chemical potential gradient with concentration gradient through Eqs. (6) and (7), \( J_v \) equates to

\[ J_v = kT \left( L_{AA}^V x_A + L_{AB}^V x_B + L_{AC}^V x_C \right) \frac{\varphi_A}{x_A} \nabla x_A + kT \left( L_{AB}^V x_B + L_{BB}^V x_B + L_{BC}^V x_B \right) \frac{\varphi_B}{x_B} \nabla x_B + kT \left( L_{AC}^V x_C + L_{BC}^V x_C \right) \frac{\varphi_C}{x_C} \nabla x_C - kT \left( \frac{L_{AA}^V}{x_A} + \frac{L_{BB}^V}{x_B} + \frac{L_{CC}^V}{x_C} \right) \nabla x_v \]

The phenomenological coefficients \( L_{ij}^V \) \( (i,j=A, B, C) \) represent the kinetic response of the alloy to a gradient of chemical potential. However, the diffusion coefficients are normally measured against the composition gradient. The L-coefficient can be traced back only if the whole matrix of diffusion coefficients and the thermodynamic factors are known. Obtaining the whole matrix of diffusion coefficients through experiments is not feasible for most alloys. For concentrated alloys, Manning [30] has derived a relationship between L-coefficients and tracer diffusion coefficients based on the random alloy model. It was later found that Manning’s relationship can also be obtained without recourse to the random alloy model [31], as long as there is negligible preferential solute-vacancy binding energy. Klaver et al. [27] conducted ab-initio calculations of the atom-vacancy binding energy of dilute Fe-Cr-Ni austenitic alloys. By using the reference state of the antiferromagnetic double layer structure with tetragonal relaxation of the unit cell, they found the Ni-vacancy binding energy is in the range of 0.016~0.056eV for the first nearest neighbor (nn) and \(-0.011 \sim -0.005eV \) for the second nn; and the Cr-vacancy binding energy is in the range of \(-0.091 \sim -0.004eV \) for the first nn and \(-0.066 \sim -0.004eV \) for the second nn. These binding energies are negligible compared with the migration energies of Ni through vacancies (0.891~1.179 eV) and Cr through vacancies (0.56~0.844 eV). Therefore, Manning’s relationship is considered applicable and is used in this study. In fact, Manning’s relationship has been successfully used for concentrated Fe-Cr-Ni and Cu-Ni-Fe
alloys [32, 33]. Wolfer [29] applied Manning’s relationship to the derivation of the diffusion flux of a binary system. Here we will use it for the ternary system (Eqs. [9] and [10]):

\[ L_{ii} = \left( \frac{C_i D_i^*}{kT} \right) \left( 1 + \frac{2C_i D_i^*}{M_0 \sum_n C_n D_n^*} \right) \] (i,n=A,B,C) ; \quad (9) \]

\[ L_{ij} = L_{ji} = \left( \frac{2C_i C_j D_i^* D_j^*}{M_0 kT \sum_n C_n D_n^*} \right) \text{ for } (i \neq j; \ i,j,n = A, B, C) , \quad (10) \]

where \( C_i, C_j, \) and \( C_m \) are moles of elements and equal to \( N x_i, N x_j, \) and \( N x_n \), respectively; \( N \) is the total moles of the system; \( D_i^*, D_j^*, \) and \( D_n^* \) are tracer diffusion coefficients of the elements; \( M_0 \) is a numerical constant and is equal to \( 2f_0/(1 - f_0) \); \( f_0 \) is the geometric correlation factor defined by the crystal structure. In the case of an fcc crystal, \( f_0 = 0.78145 \) [30]. Substituting Eqs. (9) and (10) into Eq. (8), the following equations can be obtained:

\[ J_V = \frac{N}{f_0} D_{AV} \varphi_A \nabla x_A + \frac{N}{f_0} D_{BV} \varphi_B \nabla x_B + \frac{N}{f_0} D_{CV} \varphi_C \nabla x_C - \frac{N}{f_0} (x_A D_{AV}^* + x_B D_{BV}^* + x_C D_{CV}^*) \frac{1}{x_V} \nabla x_V \] (11)

In contrast to the diffusion coefficient under thermal conditions, the defect concentration under irradiation relies on the irradiation temperature, dose, dose rate, and microstructure features contributing to the sink density and sink strength. To facilitate the incorporation of these irradiation variables into the RIS model through their relationship to \( x_V \), it was preferable to explicitly express the vacancy concentration. Expression \( D_{IV}^* = D_{IV} \ast x_V \) was used, in which \( D_{IV} \) was defined as the partial diffusion coefficient of element \( i \) through vacancy [20]. Then Eq. (11) becomes

\[ J_V = \frac{N}{f_0} x_V (D_{AV} \varphi_A \nabla x_A + D_{BV} \varphi_B \nabla x_B + D_{CV} \varphi_C \nabla x_C) - \frac{N}{f_0} (x_A D_{AV}^* + x_B D_{BV}^* + x_C D_{CV}^*) \nabla x_V \] . (12)

Similar derivations can also be obtained for the atomic flux equations associated with interstitials, but they are not shown here, to simplify the presentation. A similar equation can be derived for the interstitial diffusion flux based on Wolfer’s work [29]:

\[ J_I = -\frac{N}{f_0} x_I (D_{AI} \varphi_A \nabla x_A + D_{BI} \varphi_B \nabla x_B + D_{CI} \varphi_C \nabla x_C) - \frac{N}{f_0} (x_A D_{AI} + x_B D_{BI} + x_C D_{CI}) \nabla x_I \] . (13)

### 2.2 Partial diffusion coefficient via vacancy and modeling of mobility

To solve the flux Eqs. (12) and (13), we first need to know the partial diffusion coefficient and the thermodynamic factor of each element. The partial diffusion coefficient via vacancy, \( D_{IV} \), is related to the tracer diffusion coefficient \( D_{IV}^* \) through \( D_{IV} = D_{IV}^* / x_V^{eq} \). It should be noted here that a lower-case “\( i \)” relates to a chemical species and not interstitials, which are denoted with an upper case “\( I \)” in Eq. (13). The tracer diffusion coefficient \( D_{IV}^* \) is related to the mobility \( M_i \) by means of the Einstein relation:

\[ D_{IV}^* = RTM_i \] , \quad (14)

where \( R \) is the gas constant and \( T \) is temperature. \( M_i \) is the atom mobility given by
\[
M_i = M_i^0 \exp\left(\frac{Q_i}{RT}\right) \frac{1}{RT},
\]
(15)

where \(Q_i\) is the activation energy; \(M_i^0\) is the frequency factor given by \(M_i^0 = \exp(\theta_i)\) [23]. Both \(\theta_i\) and \(Q_i\) depend on the composition and temperature. In the CALPHAD approach, the composition dependency of \(\theta_i\) and \(Q_i\) is represented by a linear combination of the values at each end point of the composition space in a Redlich-Kister expansion [34]. Using the Fe-Cr-Ni ternary as an example, if the binary interaction is limited to the second order, it is described as

\[
\phi_B = x_{Cr} \phi_{Cr}^B + x_{Fe} \phi_{Fe}^B + x_{Ni} \phi_{Ni}^B + \sum_{m,n} x_{Cr} x_{Ni} \left[ 0 \phi_{m,n}^{Cr,Ni} + (x_{Cr} - x_{Fe}) \phi_{m,n}^{Cr,Fe} \right] + \sum_{m,n} x_{Fe} x_{Ni} \left[ 0 \phi_{m,n}^{Fe,Ni} + (x_{Fe} - x_{Ni}) \phi_{m,n}^{Fe,Ni} \right] + \sum_{m,n} x_{Cr} x_{Fe} x_{Ni} \left[ x_{Cr} \phi_{Cr,Fe,Ni}^B + x_{Fe} \phi_{Fe,Fe,Ni}^B + x_{Ni} \phi_{Ni,Fe,Fe}^B \right],
\]
(16)

where \(\phi_B\) represents a composition-dependent property such as \(\theta_i\) and \(Q_i\). \(\phi_i^j\) is called an end-member, denoting the activation energy or frequency factor of \(B\) in \(i\). For example, for the fcc phase, \(Q_{Cr}^{Ni}\) denotes the activation energy for Cr diffusion in the Cr fcc lattice, while \(Q_{Fe}^{Ni}\) denotes that of Cr diffusion in the Ni fcc lattice. \(0 \phi_{i,j}^{m,n}\) denotes the first-order binary interaction between \(i\) and \(j\), while \(1 \phi_{i,j}^{m,n}\) denotes the second-order interaction. \(i \phi_{i,j,k}^{m,n}\) represents the ternary interaction in the \(i\)-rich region. These end-member and interaction terms contain parameters to be optimized based on experimental data. Each individual \(\phi_B\) parameter on the right hand side of Eq. (16) can be described as a function of temperature if needed. Once the mobility is obtained through the model mentioned above, the partial diffusion coefficient can be calculated from Eq. (17):

\[
D_{lv} = \frac{RTM_i}{x_v^{eq}},
\]
(17)

where \(x_v^{eq}\) is the vacancy concentration at thermal equilibrium.

### 2.3 Partial diffusion coefficient via interstitials and interstitial binding factor

Under irradiation, interstitials, instead of being formed thermally, are produced as a result of displacement cascades during the radiation damage process. These interstitials could form preferential atom-interstitial couplings, contributing to the difference in the diffusion coefficients of component species. The nonrandom occupation of interstitials by elemental species due to the preferential atom-interstitial association has been accounted for using an interstitial binding model [14, 20]. The partial diffusion coefficient of atom \(k\) through interstitial \(I\) is

\[
D_{nl} = \frac{1}{6} b_l^2 z_l v_n^l c_n^l c_n^l,
\]
(18)

where \(b_l\) is the jump distance to the nn interstitialcy site, \(z_l\) is the interstitialcy site coordination number, \(v_n^l\) is the jump frequency of element \(n\) interstitial to a given nn interstitialcy site, and \(c_n^l / c_n\) is the fraction of element \(n\) in the interstitials. Because of the lack of experimental data, the variables of \(b_l, z_l\) and \(v_n^l\) were set the same for the three elements Fe, Cr, and Ni. The parameters for these variables were taken directly from the MIK model [19]. For random occupation of interstitials by atom \(n\), \(c_n^l = C_l C_n\), where \(C_l\) is the total interstitial concentration. The nonrandom fraction of interstitials occupied by element \(n\) due to preferential atom-interstitial association is described by
where $E_{n-1}^{b}$ ( $n$ is Fe, Cr, and Ni) is the binding energy between an interstitial and element $n$. If $E_{n-1}^{b}$ is zero or is the same for all elements, then Eq. (19) is reduced to $C_n^I = C_I C_n$, resulting in the same form as that for random occupation of interstitials, and no preferential coupling exists. When it differs among the elements, preferential coupling between interstitials and elements occurs. In this work, a binding factor, $\beta_n$, is defined as

$$
\beta_n = \exp \left( \frac{(E_{n-1}^{b} - E_{Fe}^{b})}{kT} \right)
$$

(20)

The difference between the binding energy of an Fe interstitial and that of Cr (or Ni) corresponds to the average energy gained by converting a Cr interstitial (or a Ni interstitial) into an Fe interstitial defined by Lam [14]. The introduction of this factor will not change the total amount of interstitials but will change only the relative fraction of interstitials occupied by element $n$ through the equation $C_n^I = C_I C_n \beta_n$.

### 2.4 Thermodynamic factor

In the diffusion flux Eq. (12), the remaining unknown variable is the thermodynamic factor. In an ideal solution, the thermodynamic factor equals “1” and the chemical potential gradient is the concentration gradient, so the chemical driving force for diffusion is proportional to the concentration gradient. In a non-ideal solution, the chemical driving force needs to be modified by the thermodynamic factor. In other words, the thermodynamic factor is used to account for the non-ideal contribution of chemical driving force to the diffusion. It is a function of composition and temperature. In a multicomponent alloy system, thermodynamic factor can be calculated from the following equations [35]

$$
\varphi_i = \frac{x_i}{RT} \left( \frac{\partial \mu_i}{\partial x_i} - \frac{1}{1-x_i} \sum_{j \neq i} x_j \frac{\partial \mu_i}{\partial x_j} \right) .
$$

(21)

$$
\mu_i = G_m + \frac{\partial G_m}{\partial x_i} - \sum_{j \neq i} x_j \frac{\partial G_m}{\partial x_j} .
$$

(22)

$G_m$ is the molar Gibbs energy of a phase as a function of temperature and composition. In this work, a substitutional solution model was used to model the fcc phase in the Fe-Cr-Ni ternary with the Gibbs energy function described by Eq. (23):

$$
G_m = x_{Fe} G_{Fe}^0 + x_{Cr} G_{Cr}^0 + x_{Ni} G_{Ni}^0 + RT (x_{Fe} \ln x_{Fe} + x_{Cr} \ln x_{Cr} + x_{Ni} \ln x_{Ni}) + G^{ex}
$$

(23)
\( G^0 \) (\( i = \text{Fe}, \text{Cr}, \text{Ni} \)) is the Gibbs energies of the pure elements Fe, Cr, and Ni. They were taken from the SGTE pure element database [36]. \( G^{\text{ex}} \) is the excess energy of a non-ideal solution phase and is described by the Muggianu’s equation [37] in the following:

\[
G^{\text{ex}} = x_{\text{Fe}}x_{\text{Cr}} \sum_{i=0,1,2} G^i_{\text{Cr},\text{Fe}} (x_{\text{Cr}} - x_{\text{Fe}}) + x_{\text{Fe}}x_{\text{Ni}} \sum_{i=0,1,2} G^i_{\text{Fe},\text{Ni}} (x_{\text{Fe}} - x_{\text{Ni}}) x_{\text{Fe}}x_{\text{Cr}} + \\
\sum_{i=0,1,2} G^i_{\text{Cr},\text{Ni}} (x_{\text{Cr}} - x_{\text{Ni}}) + x_{\text{Fe}} x_{\text{Cr}} x_{\text{Ni}} (G^0_{\text{Cr},\text{Fe,Ni}} x_{\text{Cr}} + G^1_{\text{Cr},\text{Fe,Ni}} x_{\text{Fe}} + G^2_{\text{Cr},\text{Fe,Ni}} x_{\text{Ni}}) \tag{24}
\]

\( G^i_{j,n} (i,j,n = 0,1,2) \) represents the binary interaction coefficients, denoting regular, sub-regular and sub-subregular interactions between element \( j \) and \( n \). \( G^i_{\text{Cr},\text{Fe,Ni}} (i = 0,1,2) \) denotes the ternary interaction coefficients in Cr-, Fe-, and Ni-rich corners. There is also a magnetic contribution to the Gibbs energy. Thermodynamic calculations suggest that the magnetic energy has negligible effects on the calculated thermodynamic factors. Therefore, the magnetic term is not included in this study. The published parameters for the Gibbs energy function [38] of the fcc phase in Fe-Cr-Ni are adopted in this work.

3. Calculation results and comparison with experimental data

3.1 Diffusion coefficient calculated from the CALPHAD mobility models

Jönsson carried out CALPHAD modeling of the mobilities of Cr, Fe, and Ni in fcc Fe-Cr-Ni alloys based upon a large amount of experimental diffusivity data [23]. By close examination, it was found that the agreement between the calculated ratios of diffusion coefficients \( D^*_\text{Cr}/D^*_\text{Ni} \) and \( D^*_\text{Fe}/D^*_\text{Ni} \) and the experimental ratios needs improvement. Rothman et al. [39] measured tracer diffusion coefficients for three alloys Fe-15Cr-20Ni, Fe-15Cr-45Ni, and Fe-22Cr-45Ni. They found the ratios of the diffusion coefficients \( D^*_\text{Cr}/D^*_\text{Ni} \) and \( D^*_\text{Fe}/D^*_\text{Ni} \) in any one alloy do not vary much with temperature within experimental scattering. A similar relationship was reported by Million et al. [40]. These ratios are critical inputs in the Perks and MIK models and have frequently been used at application temperatures (T<400°C) of nuclear power reactors [18, 19] where the diffusion coefficients were not readily measurable through experiments. Jönsson’s models, however, cannot reproduce this relationship [23], especially at low temperatures. Therefore, we reoptimized the model parameters. Although most of the experimental data that had been used in Jönsson’s work were used in this optimization, those from Eriksson [41], Hancock and Leak [42], and Kale [43] were excluded because of their large inconsistencies with other data sets. The optimization was carried out in the Pandat software package [44]. The optimized mobility model parameters and the comparison between the calculated diffusion coefficients and the selected experimental data sets [39, 40, 45-48] are shown in Appendix I, Figures 1–5. The calculated tracer diffusion coefficients from this work show improved agreement with Rothman’s experimental data [39]. A similar improvement in agreement was found with the Perkins data [46, 47]. The currently calculated ratios of \( D^*_\text{Cr}/D^*_\text{Ni} \) and \( D^*_\text{Fe}/D^*_\text{Ni} \) increase with the Ni content in the alloy. The effect of Cr on the calculated ratios seems negligible within experimental uncertainties. The calculated ratios in this work generally compare favorably with experimental data and show improved consistency at low temperatures (T<400°C), as shown in Table 1.
Table 1 Comparison of calculated ratios of diffusion coefficients between this work and those reported in literature

<table>
<thead>
<tr>
<th>Alloy</th>
<th>963–1400°C</th>
<th>320°C</th>
<th>963–1400°C</th>
<th>320°C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rothman</td>
<td>Jönsson</td>
<td>This work</td>
<td>Jönsson</td>
</tr>
<tr>
<td>15Cr-20Ni</td>
<td>2.55 ±0.57</td>
<td>1.87 ±0.02</td>
<td>2.57 ±0.03</td>
<td>2.17</td>
</tr>
<tr>
<td>15Cr-45Ni</td>
<td>2.86 ±0.66</td>
<td>2.70 ±0.32</td>
<td>2.84 ±0.03</td>
<td>0.47</td>
</tr>
<tr>
<td>22Cr-45Ni</td>
<td>2.75 ±0.51</td>
<td>2.26 ±0.29</td>
<td>2.76 ±0.07</td>
<td>0.36</td>
</tr>
</tbody>
</table>

The self- and tracer- diffusion coefficients calculated from the CALPHAD model are composition-dependent. As we assumed earlier, the tracer diffusion coefficients from the CALPHAD models describe a mechanism for diffusivity through vacancies only. Therefore, the mechanism for partial diffusion coefficient through vacancies can be calculated by \( \frac{D_v^*}{D_{Ni}^*} \). Under irradiation, the point defect concentrations produced by displacement cascades are several orders of magnitude higher than the equilibrium concentrations. The real diffusion coefficient is calculated by the multiplication of \( D_v^* \) and \( x_v^* \). \( x_v \) is determined by the Frenkel-pair damage production mode, recombination rate, and adsorption rate by defect sinks. Therefore, the mechanism of radiation-enhanced diffusion through vacancies can be evaluated through the ratio of the real vacancy concentration produced by radiation to the thermal vacancy concentration at equilibrium.

3.2 RIS modeling

3.2.1 Literature data used for model benchmarking

Primary benchmarking of the RIS model was completed using experimentally determined RIS profiles on a 304 stainless steel with a nominal composition of Fe-18.76% Cr-12.37% Ni-0.94% Mn-0.04% Si-0.04% Mo-0.021% C. This alloy is essentially a Fe-Cr-Ni ternary alloy, as the amount of other alloying elements is negligible; therefore, it is ideal for benchmarking. This 304 alloy, named “HP304L” after the original report [49] or “Heat E” in subsequent reports was solution-annealed before being neutron irradiated in the BOR-60 fast reactor at ~320° at up to 10.2 dpa with an average dose rate of ~8×10⁻⁷ dpa/s. Details of the irradiation experimental conditions are available in the original report [49]. The experimental data used in this study are from Edwards [49]. Both data sets were measured using scanning transmission electron microscopy/energy-dispersive x-ray spectroscopy. These two data sets are in general agreement with each other, except for those data in the region very close to the GB. The incident electron probe size in Edwards’ work is ~0.5 nm, and that used in Kevin’s work is 1.5~2 nm. Therefore, the data from Edwards were considered to have higher resolution and hence to more closely represent the real boundary compositions. The current RIS modeling uses 0.5 nm beam size for concentration convolution and assumes a nominal specimen thickness of 100 nm, as neither study reported a measured specimen thickness.
3.2.2 Preferential atom-vacancy coupling only

To calculate the RIS due to preferential atom-vacancy coupling only, the calculation of partial diffusion coefficients from the CALPHAD models was seamlessly integrated into the RIS modeling code; the atomic fluxes at each time and spatial step were updated to reflect the change in composition and diffusion coefficients. The formation energy of vacancy $G_f^V$ used to calculate the partial diffusion coefficient is 1.8 eV for Fe-rich austenitic stainless steel, based on Ehrhart’s review [50] and recent first-principles calculation results [27]. Note that although preferential atom-interstitial coupling was not considered in this step, the neutral interstitial fluxes were included. Two parameters were necessary to describe the neutral fluxes of interstitials: effective migration energy and jumping frequency. Their values were set as 0.9 eV and $1.5 \times 10^{12}$ s$^{-1}$, respectively, as adopted from the MIK model. The boundary conditions at time $t$ were set as $J_{(k=Fe,Cr,Ni)}(d,t) = 0$ and $J_{(Va \text{ or } i)}(d,t) = 0$ at the center of the grain where $d$ is the distance from GB, $J_{(k=Fe,Cr,Ni)}(0,t) = 0$ and $\nabla \frac{\partial \phi}{\partial t}(0) = 0$ at the GB.

Table 2 Input parameters to the RIS model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_I$</td>
<td>Atom-interstitial correlation factor</td>
<td>0.44</td>
</tr>
<tr>
<td>$v_I$</td>
<td>Interstitial jump frequency</td>
<td>$1.5 \times 10^{12}$ s$^{-1}$</td>
</tr>
<tr>
<td>$E_{m}^{I}$</td>
<td>Interstitial migration energy</td>
<td>0.9 eV</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Dislocation density</td>
<td>$1.0 \times 10^{14}$ m$^{-2}$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Mobile defect production efficiency</td>
<td>1</td>
</tr>
<tr>
<td>$E_{Cr-I}^{Binding}$</td>
<td>Interstitial binding energy of element Cr</td>
<td>0.024 eV</td>
</tr>
<tr>
<td>$E_{Fe-I}^{Binding}$</td>
<td>Interstitial binding energy of element Fe</td>
<td>0.006 eV</td>
</tr>
<tr>
<td>$E_{Ni-I}^{Binding}$</td>
<td>Interstitial binding energy of element Ni</td>
<td>0.002 eV</td>
</tr>
<tr>
<td>$E_f^{Va}$</td>
<td>Formation energy of vacancy</td>
<td>1.8 eV</td>
</tr>
</tbody>
</table>

The dashed lines in Fig. 1 show the calculated RIS profiles of Fe, Cr, and Ni in HP304L irradiated at 320°C for 10.2 dpa, denoted by “Va” indicating preferential atom-vacancy coupling only. The calculated results show that by assuming preferential coupling with vacancies only, the correct trend of elemental segregation at the GB, i.e., Cr and Fe depletion and Ni enrichment, can be predicted. However, the comparison between the calculated and experimental results also suggested that the magnitude of the Ni enrichment and the Fe and Cr depletion is much larger than the average values from experimental measurements. As the diffusion coefficients were obtained from the CALPHAD models, no effort was made to optimize these diffusion coefficients to fit the experimental RIS data. Instead, the discrepancy was primarily considered a result of preferential atom-interstitial coupling.

3.2.3 RIS modeling through preferential atom-vacancy and atom-interstitial coupling

In this section, in addition to the preferential atom-vacancy coupling outlined in the previous section, RIS modeling also included preferential atom-interstitial coupling. To obtain the best agreement with experimental data, the averaging energies required to convert an Fe-interstitial into a Cr-interstitial or a Ni-interstitial are 0.016 eV and −0.01 eV, respectively. The positive sign means the conversion from an Fe-interstitial to a Cr-interstitial is favorable because it
releases energy, and the negative sign means the conversion from an Fe-interstitial to a Ni-interstitial is unfavorable because it absorbs energy. In other words, it is favorable to form more Cr-interstitials, but not Ni-interstitials. The preferential coupling of atoms with interstitials can also be reflected by binding factors whose values versus distance from the GB are plotted as solid lines in Fig. 2. The binding factor of the Cr-interstitial ranges from 1.31 to 1.36, and the ranges of the binding factors of the Fe- and Ni-interstitials are 0.95–0.98 and 0.79–0.82, respectively. Only the binding factor of Cr is greater than one, suggesting positive binding. In contrast, the binding factor of Ni is less than one, suggesting a repelling interaction between Ni and interstitials. The binding factor of Fe is close to one, suggesting that Fe and interstitials have little interaction. This finding is consistent with the ab-initio calculation results by Klaver et al. [27] in which they studied the defect and solute properties in dilute Fe-Cr-Ni austenitic alloys. They found that Ni is repelled from interstitial sites, but Cr shows positive binding to interstitial sites. They also found that Fe shows little interaction with interstitial sites. Barnard et al. [51] also predicted a positive coupling between Cr and interstitials in an ab-initio molecular dynamics simulation of RIS in Ni-Cr alloys. Our findings are consistent with the reported ab-initio results.

The binding factor for each element remains almost constant through the bulk. The more obvious variation in the vicinity of GBs (<5 nm) is due to the drastic composition change in this region. The calculated RIS profiles with consideration of both preferential atom-vacancy and atom-interstitial coupling are plotted as the solid lines in Fig. 1. They are in good agreement with experimental data.

The same set of parameters was then used to evaluate their applicability to other Fe-Cr-Ni alloys. Two alloys Fe-20Cr-24Ni and Ni-18Cr-9Fe were identified for RIS modeling. These two alloys were used because they cover a wide range of compositions from Fe-rich and Ni-rich regions. In addition, these alloys were used to validate the MIK and the Perks model [19]; a comparison could readily be made between the current model and the MIK and Perks models. The calculated temperature and dose dependence of the concentration profile of Cr and Ni across the GB for the Fe-20Cr-24Ni and Ni-18Cr-9Fe alloys are shown in Appendix II, together with their comparison with literature data. The current calculation shows comparable or better agreement with experimental results, compared with previous modeling results. For the Ni-18Cr-9Fe alloy, it was found the currently used formation energy of vacancy, 1.8 eV, is too large to reproduce the temperature dependence. Based on Ehrhart’s review [50], the formation energy of vacancy in Fe-rich and Ni-rich alloys decreases from ~2.25 to ~1.25 eV. Furthermore, based on the ab-initio calculation results, Delczeg et al. [52] found that the formation energy of a vacancy in austenitic Fe-Cr-Ni alloys decreases monotonously with Ni. Therefore, it is unreasonable to use the same formation energy for Fe-rich and Ni-rich alloys. The value of 1.4 eV, used in the previous MIK model [19], was then used for the Ni-18Cr-9Fe alloy in this work.

4. Discussion

4.1 Thermodynamic factor

RIS profiles calculated in Section 3.2.1 and 3.2.2 assume a thermodynamic factor of one, i.e., an ideal solution of the Fe-Cr-Ni alloy. In Fig. 1, the RIS profiles that include the modeling of the composition dependence of the thermodynamic factor were also calculated for the case with both preferential atom-vacancy and atom-interstitial coupling. The results are plotted as dotted lines in Fig. 1. The comparison shows enhanced segregation in the vicinity of the GBs (<5 nm)
of the profiles, with a composition dependence of the thermodynamic factor. The calculated thermodynamic factors of Fe, Cr, and Ni versus the distance from GBs are plotted in Fig. 3. Their values are in the range of 1.06~1.1 for Fe, 0.91~1.04 for Cr, and 0.81~0.83 for Ni, suggesting the enhanced diffusion coefficient of Fe but decreased diffusion coefficient of Ni by thermodynamics. The diffusion coefficient of Cr can be increased or decreased by thermodynamics, depending on the composition. The difference between the thermodynamic factors of Cr and of Ni increases with decreasing distance from the GB, which can contribute to a larger diffusivity difference between Cr and Ni. It is also noted that the thermodynamic factors of Fe and Ni in the vicinity of GBs (<1 nm) increase with decreasing distance from GBs. The change corresponds to short-range ordering or clustering for the compositions close to GBs, as determined by the Gibbs energy function of the Fe-Cr-Ni alloys. Despite the presence of some changes and non-ideality in the thermodynamic factors, the deviation from an ideal solution is small compared with other systems such as Fe-Al with a factor of 10 [53] and Ni-Zr with a factor of 33 [54]. Therefore, the current study suggests that approximating the thermodynamic factors of Fe-Cr-Ni alloys as one is reasonable in the MIK model [11, 19].

4.2 Evolution of diffusion fluxes

This section discusses the evolution of the atomic flux through preferential coupling with vacancies and interstitials. The diffusion fluxes were calculated for five levels of dose: $10^{-7}$, $10^{-5}$, $10^{-3}$, $10^{-1}$, and 10 dpa, respectively. The dose levels from $10^{-7}$ to $10^{-1}$ dpa are the typical regimes where non-steady RIS occurs for Fe-Cr-Ni alloys [55]. At each dose, three types of fluxes for each element were calculated. The first type is the net flux of each element, denoted by $J_{k_{\text{net}}}$ ($k=\text{Fe, Cr, and Ni}$). The second type is the flux due to preferential atom-interstitial coupling, denoted by $DJ_{k_{\text{Int}}}$. $DJ_{k_{\text{Int}}}$ is the difference between the true flux of interstitials, when preferential atom-interstitial coupling is considered, and the neutral flux of interstitials when there is no such coupling. The third type of flux is that due to preferential atom-vacancy coupling, denoted by $DJ_{k_{\text{Va}}}$. It was defined as the difference between the true flux of atom k through a vacancy when preferential atom-vacancy coupling is considered, and the neutral flux of atom k through a vacancy when there is no such coupling. The sum of the flux of one element due to preferential atom-vacancy, and the flux due to atom-interstitial coupling, equals the net flux of that element. The fluxes due to preferential atom-vacancy and atom-interstitial coupling are shown in the left column of Fig. 4. The net fluxes for each element are shown in the right column of Fig. 4. The calculated fluxes at $10^{-7}$, $10^{-5}$, $10^{-3}$, $10^{-1}$, and 10 dpa are plotted in sequence from top to bottom. The fluxes are plotted for the right hand side of the GB only. If the flux has a positive sign, it means that the species is diffusing away from the GB; if it is negative, then the species is diffusing toward the GB.

At $10^{-7}$ dpa, the Cr flux through preferential coupling with vacancies is large and positive, suggesting the Cr atoms diffuse away from the GB, leading to depletion of Cr at GBs. On the other hand, the flux of Fe and Ni through vacancies is negative, suggesting they diffuse toward the GB, leading to enrichment of Fe and Ni at GBs. At the same time, the flux of Cr through the preferential coupling with interstitials is negative, leading to enrichment of Cr at the GB; and the fluxes of Fe and Ni through interstitials are positive, leading to depletion of Fe and Ni at GBs. The fluxes due to preferential coupling with interstitials are in opposite directions from those due to preferential coupling with vacancy. However, because of the much larger magnitudes of fluxes through vacancies than those through interstitials, the net fluxes of atoms are dominated
by those through vacancies. The results suggest the diffusion of all elements at this time is mainly via the vacancy mechanism.

At $10^{-5}$ dpa, the fluxes through vacancies maintain the same direction as those at $10^{-7}$ dpa with a slightly increased magnitude. However, the magnitude of the fluxes through interstitials is greatly enhanced at this step. Particularly, the Ni flux through interstitials is greater than the Ni flux through vacancies and becomes the dominant force for Ni diffusion, leading to the positive net flux of Ni. Although the diffusion fluxes of Cr and Fe through vacancies are still greater than those through interstitials, the magnitudes of their net fluxes are much smaller, near 1 order of magnitude smaller. At this step, the Cr (Fe) will continue depleting (enriching) but at a slower rate. The Ni will become depleting due to the net flux diffusing away from the GB. The dominant diffusion mechanism for Ni is interstitial diffusion.

At $10^{-3}$ dpa, the fluxes of Cr, Fe, and Ni are generally about the same as those at $10^{-5}$ dpa, except for those in the vicinity of GBs (<5 nm). In the vicinity of GBs (<5 nm), dramatic changes were observed in the fluxes through vacancies, but not in those through interstitials. This is caused by a composition gradient induced by segregation. The composition gradient in the vicinity of GBs imposes a chemical driving force for diffusion. This driving force is in an opposite direction from the driving force from the defect concentration gradient from bulk to sink. Therefore, the fluxes due to composition gradients at the GB counter the net fluxes through defects. As a result, the net flux of Cr, which originally increases monotonically with decreasing distance from the GB, now decreases in the vicinity of the GB, leading to a slower depletion rate. Similarly, the Fe will enrich at the GB at a slower rate. The fluxes of Cr and Fe due to the composition gradient are opposite to those through vacancies, i.e., the dominant fluxes. Unlike the case for Cr and Fe, the segregation of Ni is dominated by the interstitial flux, which causes the depletion of Ni at GBs. Therefore, the composition gradient of Ni drives a diffusion to send more Ni atoms to GBs and to reduce the depletion. At the same time, the Ni flux through vacancies also influences more Ni atoms to stay at GBs. Therefore, for Ni, the driving force due to the composition gradient has the same direction as those for diffusion through vacancies. Although the interstitial flux of Ni is more prevalent at distances further away from GBs, the combined flux due to vacancies and to the composition gradient is more prevalent in the vicinity of GBs. Therefore, Ni will be enriched again at GBs.

It should be explained why the composition dependence of flux through vacancies is more sensitive than that of interstitial flux. The composition dependence of the diffusion coefficient through vacancies is incorporated into the exponential term of the mobility models, but it is linear for diffusion through the interstitial binding model. Therefore, the fluxes through vacancies are more sensitive to composition variations. Figure 5 (a) shows the partial diffusion coefficient of Cr vs. the distance from GBs at different doses. It clearly shows these diffusion coefficients over different doses are kept constant at distances far away from the GB, but are significantly modified by the changing composition in the region close to the GB. Particularly, the composition dependence of DCrV is greater than that of DCrI at high dose levels where larger elemental segregation presents. This finding is consistent with Wolfer’s work [29] in which he suggested that although the average diffusivity of alloy constituents through defects is hardly affected by segregation, the diffusion at GBs can be modified considerably. He also
suggested such modification is more significant to atomic fluxes through vacancies than those through interstitials.

At $10^{-1}$ dpa, the segregation or the composition gradient is extended to a broader distance away from GBs. Therefore, the diffusion fluxes through vacancies and interstitials are affected by the composition gradient over a broader distance from GBs. Furthermore, the magnitude of the segregation is larger than that at $10^{-3}$ dpa; therefore, the effect of composition gradient on the interstitial fluxes is visible. The magnitudes of the net fluxes are smaller than those at previous doses because of competition from the diffusion fluxes from different driving forces. At 10 dpa, the fluxes through vacancies and interstitials are of almost the same magnitude but are in opposite directions. The net fluxes of all three elements are close to zero, suggesting no further enrichment or depletion. Therefore, the system has reached a steady state at this dose.

4.3 Diffusion Mechanism

The evolution of the flux can shed light on the diffusion mechanism in concentrated Fe-Cr-Ni alloys if the relative magnitude of the flux through vacancies and interstitials is compared. As the magnitude of the diffusion flux is determined by the product of the partial diffusion coefficient and the defect concentration gradient, it is worthwhile to look into these two quantities as well. The partial diffusion coefficient and defect concentration are plotted in Fig. 5 (a) and (b). Only the results for Cr are presented here, but a similar analysis can be applied to Fe and Ni. At $10^{-7}$ dpa, the partial diffusion coefficient of Cr through vacancies at $10^{-7}$ dpa is more than one order of magnitude higher than that through interstitials, whereas the vacancy concentration gradient from bulk to GBs is not too different from its interstitial counterpart. Therefore, the magnitude of the diffusion flux through vacancies is dominant at this time, owing to the much larger partial diffusion coefficient via vacancies. Consequently, the net fluxes of Fe, Cr, and Ni are dominated by the fluxes through vacancies, and the major diffusion mechanism is via vacancies at this level. At $10^{-5}$ dpa, the magnitude of interstitial fluxes is greatly increased, while the magnitude of fluxes through vacancies is only slightly increased. This is because the concentration gradient of interstitials quickly increases by more than one order of magnitude over this period, but the gradient for vacancies does not. The reason is that the larger partial diffusion coefficient $D_{CrV}$ leads to higher sink defect capture rates of vacancies at dislocations. With increasing damage dose, more vacancies are lost at dislocations and more interstitials accumulate in the material, as shown in Fig. 5(b). Since the defect concentration at the random high-angle GB is fixed at the thermal equilibrium, i.e., a perfect sink boundary condition, the interstitial concentration gradient becomes larger than that of the vacancies. The quick increase in interstitial concentration gradient leads to increased diffusion fluxes to the GB through interstitials. The simulation results suggest that for Cr and Ni, the dominant diffusion mechanism is via vacancies; but for Ni, the diffusion swings from the vacancy-dominant mechanism at $10^{-7}$ dpa to the interstitial-dominant one at $10^{-5}$ dpa.

It could be argued that the magnitude of the interstitial diffusion flux is underestimated because the currently used effective migration energy (0.9 eV) for interstitials is too large or the jumping frequency ($1.5 \times 10^{12} \text{ s}^{-1}$) is too small. Therefore, a smaller migration energy of 0.2 eV and a larger jumping frequency of $1.5 \times 10^{13} \text{ s}^{-1}$ were also used to calculate the diffusion fluxes. The results show the magnitudes of interstitial fluxes of Cr and Fe are still far less than fluxes of
Cr and Fe through vacancies, but Ni interstitial flux at $10^{-7}$ dpa is now larger than that through vacancies. This suggests that the diffusion mechanism of Ni is interstitial-dominant. Therefore, the dramatic change in interstitial diffusion parameters would affect the diffusion mechanism of Ni but not that of Cr and Fe.

Which diffusion mechanism is dominant seems applicable only at low dpa. With increased dose, the flux via vacancies will be balanced by that via interstitials, and vice versa, as shown in Fig. 4.

### 4.4 Oscillatory behavior in RIS profile

The RIS profile obtained from experimental data does not always show a monotonic increase or decrease from bulk to GBs. This phenomenon is particularly prominent for the Fe segregation profile in Fig. 1, in which the Fe concentration from bulk to GB initially increases, and then decreases in the vicinity of GBs (<2.5 nm). This phenomenon is due to the competition of two driving forces. At the initial time of irradiation, the system is mainly subjected to one driving force, which is the concentration gradient of defects from bulk to sink (GB). After a prolonged time, the concentration gradient of elemental species at GBs is built up as a result of segregation. Such a built-up gradient is largest at the region of the GB (<2.5 nm) and imposes a chemical force that counters the diffusion flux due to the defect gradient.

The competition between these two driving forces not only leads to the non-monotonic shape of the RIS profile as a function of distance from GBs, but also accounts for a possible flip of elemental segregation as a function of dose. Table 3 lists the net fluxes of Cr, Fe, and Ni at the first 10 nodes from the GB at different dose levels. The positive flux values are listed in shaded boxes; the box without shading is for negative fluxes. When there is a change from the shaded to the unshaded box, or vice versa, a flip of elemental segregation occurs. The table shows the negative fluxes for Fe from $10^{-7}$ to $10^{-3}$ dpa, suggesting enrichment of Fe during this period, because a negative sign means the atoms flow toward the GB. It also shows that the magnitude of the fluxes decreases with increasing dose, suggesting the increasing role of diffusion driven by segregation itself at the GB. At $10^{-1}$ dpa, the fluxes very close to the GB become positive, whereas those in regions farther away from the GB remain negative. At this time, depletion of Fe occurs at the GB, although enrichment of Fe in the region farther from GB still exists. Therefore, the segregation of Fe at the GB is flipped from enrichment to depletion. By close examination of the fluxes of Ni, two flips were predicted. The first flip was from enrichment to depletion at a dose between $10^{-7}$ and $10^{-5}$ dpa. The underlying reason for this flip is that Ni diffusion was changing from vacancy-dominant to interstitial-dominant diffusion. The second flip was from depletion to enrichment. This flip was due to the additional flux driven by the elemental composition gradient at the GB. The fluxes driven by both the vacancy concentration gradient and the composition gradient of Ni influence more Ni to stay at the GB, leading to a second enrichment. The flip from enrichment to depletion of elements, or vice versa, can also be demonstrated by plotting the net diffusion flux of elements in Fig. 6. The Cr, Fe, Ni composition profile at $10^{-7}$ and 0.1 dpa are shown in Fig. 7, denoted by dash and solid lines, respectively. At $10^{-7}$, negligible composition gradient is formed at GB. But at 0.1 dpa, w-shape profiles of Cr, Fe and Ni were formed due to combined effect of local composition gradient and preferential coupling between atoms and defects.
In summary, the oscillatory behavior of alloy compositions at GB is a result of multiple factors, such as vacancy gradient, interstitial gradient, unequal mobility of alloy constituents and their compositional dependence, and the composition gradient induced by the segregation itself.

Table 3 The net fluxes of Cr, Fe, and Ni at the first 10 nodes from GB at different dose levels

<table>
<thead>
<tr>
<th>Distance from GB (nm)</th>
<th>10⁻⁷ dpa</th>
<th>10⁻⁵ dpa</th>
<th>10⁻³ dpa</th>
<th>10⁻¹ dpa</th>
<th>10 dpa</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cr</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>4.24E+14</td>
<td>2.71E+14</td>
<td>1.08E+14</td>
<td>2.81E+11</td>
<td>5.19E+09</td>
</tr>
<tr>
<td>0.19706</td>
<td>4.23E+14</td>
<td>2.73E+14</td>
<td>2.01E+14</td>
<td>1.26E+12</td>
<td>6.17E+09</td>
</tr>
<tr>
<td>0.40966</td>
<td>4.22E+14</td>
<td>2.72E+14</td>
<td>2.39E+14</td>
<td>2.52E+12</td>
<td>3.35E+09</td>
</tr>
<tr>
<td>0.63902</td>
<td>4.21E+14</td>
<td>2.71E+14</td>
<td>2.54E+14</td>
<td>4.02E+12</td>
<td>4.32E+09</td>
</tr>
<tr>
<td>0.88645</td>
<td>4.20E+14</td>
<td>2.70E+14</td>
<td>2.59E+14</td>
<td>5.74E+12</td>
<td>7.14E+09</td>
</tr>
<tr>
<td>1.15339</td>
<td>4.18E+14</td>
<td>2.69E+14</td>
<td>2.60E+14</td>
<td>7.70E+12</td>
<td>7.48E+09</td>
</tr>
<tr>
<td>1.44137</td>
<td>4.17E+14</td>
<td>2.68E+14</td>
<td>2.60E+14</td>
<td>9.88E+12</td>
<td>7.96E+09</td>
</tr>
<tr>
<td>1.75205</td>
<td>4.16E+14</td>
<td>2.66E+14</td>
<td>2.59E+14</td>
<td>1.23E+13</td>
<td>9.87E+09</td>
</tr>
<tr>
<td>2.08722</td>
<td>4.14E+14</td>
<td>2.65E+14</td>
<td>2.57E+14</td>
<td>1.50E+13</td>
<td>1.18E+10</td>
</tr>
<tr>
<td>2.44881</td>
<td>4.12E+14</td>
<td>2.63E+14</td>
<td>2.56E+14</td>
<td>1.79E+13</td>
<td>1.36E+10</td>
</tr>
<tr>
<td><strong>Fe</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3.69E+14</td>
<td>2.93E+14</td>
<td>1.04E+14</td>
<td>0.11E+12</td>
<td>0.07E+09</td>
</tr>
<tr>
<td>0.19706</td>
<td>3.68E+14</td>
<td>2.96E+14</td>
<td>2.14E+14</td>
<td>1.18E+12</td>
<td>1.77E+09</td>
</tr>
<tr>
<td>0.40966</td>
<td>3.67E+14</td>
<td>2.95E+14</td>
<td>2.61E+14</td>
<td>2.07E+12</td>
<td>1.88E+09</td>
</tr>
<tr>
<td>0.63902</td>
<td>3.66E+14</td>
<td>2.94E+14</td>
<td>2.78E+14</td>
<td>1.82E+12</td>
<td>4.94E+09</td>
</tr>
<tr>
<td>0.88645</td>
<td>3.64E+14</td>
<td>2.93E+14</td>
<td>2.84E+14</td>
<td>1.19E+12</td>
<td>7.96E+09</td>
</tr>
<tr>
<td>1.15339</td>
<td>3.63E+14</td>
<td>2.92E+14</td>
<td>2.85E+14</td>
<td>2.06E+12</td>
<td>8.50E+09</td>
</tr>
<tr>
<td>1.44137</td>
<td>3.62E+14</td>
<td>2.90E+14</td>
<td>2.85E+14</td>
<td>1.14E+12</td>
<td>9.68E+09</td>
</tr>
<tr>
<td>1.75205</td>
<td>3.60E+14</td>
<td>2.89E+14</td>
<td>2.83E+14</td>
<td>2.84E+12</td>
<td>1.14E+10</td>
</tr>
<tr>
<td>2.08722</td>
<td>3.58E+14</td>
<td>2.87E+14</td>
<td>2.82E+14</td>
<td>4.91E+12</td>
<td>1.25E+10</td>
</tr>
<tr>
<td>2.44881</td>
<td>3.57E+14</td>
<td>2.85E+14</td>
<td>2.80E+14</td>
<td>7.35E+12</td>
<td>1.34E+10</td>
</tr>
<tr>
<td><strong>Ni</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>5.50E+13</td>
<td>2.26E+13</td>
<td>-4.25E+12</td>
<td>-1.41E+12</td>
<td>-5.88E+09</td>
</tr>
<tr>
<td>0.19706</td>
<td>5.51E+13</td>
<td>2.30E+13</td>
<td>1.36E+13</td>
<td>-3.14E+12</td>
<td>-7.95E+09</td>
</tr>
<tr>
<td>0.40966</td>
<td>5.52E+13</td>
<td>2.30E+13</td>
<td>2.14E+13</td>
<td>-4.59E+12</td>
<td>-5.21E+09</td>
</tr>
<tr>
<td>0.63902</td>
<td>5.52E+13</td>
<td>2.29E+13</td>
<td>2.40E+13</td>
<td>-5.84E+12</td>
<td>-9.26E+09</td>
</tr>
<tr>
<td>0.88645</td>
<td>5.53E+13</td>
<td>2.28E+13</td>
<td>2.48E+13</td>
<td>-6.94E+12</td>
<td>-1.51E+10</td>
</tr>
<tr>
<td>1.15339</td>
<td>5.54E+13</td>
<td>2.26E+13</td>
<td>2.49E+13</td>
<td>-7.90E+12</td>
<td>-1.60E+10</td>
</tr>
<tr>
<td>1.44137</td>
<td>5.55E+13</td>
<td>2.25E+13</td>
<td>2.48E+13</td>
<td>-8.75E+12</td>
<td>-1.76E+10</td>
</tr>
<tr>
<td>2.08722</td>
<td>5.57E+13</td>
<td>2.22E+13</td>
<td>2.46E+13</td>
<td>-1.01E+13</td>
<td>-2.43E+10</td>
</tr>
<tr>
<td>2.44881</td>
<td>5.58E+13</td>
<td>2.21E+13</td>
<td>2.44E+13</td>
<td>-1.05E+13</td>
<td>-2.70E+10</td>
</tr>
</tbody>
</table>
5. Conclusions

This work presented a detailed analysis of the diffusion fluxes induced by preferential atom-vacancy and atom-interstitial coupling under simultaneous thermal and irradiation conditions. The diffusion flux equations were based on the Perks model formulated through the linear theory of TIP. Both the cross and non-cross phenomenological diffusion coefficients in the flux equations were considered and correlated with tracer diffusion coefficients through Manning’s relations. Preferential atom-vacancy coupling was described by the mobility model and preferential atom-interstitial coupling by the interstitial binding model. The composition dependence of the thermodynamic factor was modeled using the CALPHAD approach.

The diffusion fluxes at $10^{-7}$, $10^{-5}$, $10^{-3}$, $10^{-1}$ and 10 dpa were calculated and analyzed in terms of contributions from preferential atom-vacancy coupling, atom-interstitial coupling, and composition gradient induced by segregation. The following conclusions can be drawn from this work:

1. The dominant diffusion mechanism for Cr and Fe is via vacancies, whereas that for Ni can swing from a vacancy-dominant to a interstitial-dominant mechanism. The current modeling suggests that the interstitial diffusion mechanism for Ni in Fe-Cr-Ni austenitic alloys is highly competitive with the vacancy mechanism. For all elements, which diffusion mechanism is dominant seems applicable only at the initial time of irradiation. With increasing dose, the magnitudes of the diffusion fluxes from all sources change dynamically until they reach a balance.

2. The diffusion flux in the vicinity of the GB was found to be greatly modified by the segregation induced by irradiation, leading to a nonmonotonic w-shape of RIS profiles at steady state. It also leads to a flip of elemental enrichment or depletion before the system reaches the steady state.

This work establishes that both vacancy and interstitial diffusion, and segregation itself, all have important roles in determining the microchemistry of Fe, Cr, and Ni at GBs.
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Figure 1 Comparison between the calculated RIS profile across the grain boundary and the experimental data [49]. Dashed line: preferential atom-vacancy coupling only and thermodynamic factor of “1”; solid line: both preferential atom-vacancy and atom-interstitial coupling and thermodynamic factor of “1”; dotted line: both preferential atom-vacancy and atom-interstitial coupling and thermodynamic factor as a function of composition. Open symbols represent data from Kevin and solid symbols represent Edwards’ data.
Figure 2 Calculated binding factors of Fe, Cr, and Ni as a function of distance from a high-angle random grain boundary.

Figure 3 Calculated thermodynamic factors of Fe, Cr, and Ni as a function of distance from a high-angle random grain boundary.
Figure 4 Calculated diffusion fluxes of Cr, Fe, and Ni as a function of distance from the grain boundary at different dose levels of $10^{-7}$, $10^{-5}$, $10^{-3}$, $10^{-1}$ and 10 dpa. The square, circle, and triangle denote the Cr, Fe, and Ni fluxes, respectively. The solid symbol denotes flux through vacancies and the open symbol denotes flux through interstitials. The net flux is denoted by cross open symbols.

![Graph showing calculated diffusion fluxes of Cr, Fe, and Ni](image)

Figure 5 (a) Partial diffusion coefficient of chromium and (b) concentration of defects at $10^{-7}$, $10^{-5}$, $10^{-3}$, $10^{-1}$, 10 dpa.

![Graph showing partial diffusion coefficient of chromium and concentration of defects](image)
Figure 6 Calculated net diffusion flux of Fe, Cr and Ni showing flip of Fe from enrichment at $10^{-7} \sim 10^{-3}$ dpa to depletion at $10^{-1} \sim 10$ dpa, and flip of Ni from enrichment at $10^{-7}$ dpa to depletion at $10^{-5}$ dpa and then from depletion at $10^{-5} \sim 10^{-3}$ dpa to enrichment at $10^{-1} \sim 10$ dpa.
Figure 7 Calculated segregation profiles of Fe and Ni showing w-shape at 0.1 dpa (solid line) and $10^{-7}$ dpa (dash line). (a) full scale (b) enlarged region at GB.
7. Appendix

7.1 Comparison between the calculated tracer diffusion coefficient from the current mobility model and the experimental data

Figure 8 Comparison between the calculated tracer diffusion coefficient of Cr, Fe Ni (solid line: this work; dash line: Jönsson [23]) and experimental data from Rothman et al.[39].
Figure 9 Comparison between the calculated tracer diffusion coefficient of Cr, Fe Ni (solid line: this work; dash line: Jönsson [23]) and experimental data from Perkins et al.[46-47]

Figure 10 Comparison between the calculated tracer diffusion coefficient of Fe and Ni (solid line: this work; dash line: Jönsson [23]) and experimental data from Guiraldenq et al.[45].
Figure 11 Comparison between the calculated tracer diffusion coefficient of Cr (solid line: this work; dash line: Jönsson [23]) and experimental data from Million et al. [40].
Figure 12 Comparison between the calculated tracer diffusion coefficient of Fe (solid line: this work; dash line: Jönsson [23]) and experimental data from Million et al.[40].
7.2 Validation of the current model parameters with experimental data [19] that were not used for optimization.

Figure 13 Calculated grain boundary concentrations for Ni and Cr as a function of temperature and dose in Fe-20Cr-24Ni (at%) alloy. Thick line denotes the results from this work and thin line the results from the MIK and Perks model [19]. Symbol denotes the AES measurements [19].
Figure 14 Calculated grain boundary concentrations for Ni and Cr as a function of temperature and dose in Ni-18Cr-9Ni (at%) alloy. Thick lines denote the results from this work and thin lines the results from the MIK and Perks model [19]. Symbol denotes the AES measurements [19].