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ABSTRACT 

Validating the correctness of human detection vision systems is crucial for safety applications 
such as pedestrian collision avoidance in autonomous vehicles. The enormous space of 
possible inputs to such an intelligent system makes it difficult to design test cases for such 
systems. In this paper, we present our tool MAYA that uses an error model derived from a 
convolutional neural network (CNN) to explore the space of images similar to a given input 
image, and then tests the correctness of a given human or object detection system on such 
perturbed images. We demonstrate the capability of our tool on the pre-trained Histogram-of-
Oriented-Gradients (HOG) human detection algorithm implemented in the popular OpenCV 
toolset and the Caffe object detection system pre-trained on the ImageNet benchmark. Our 
tool may serve as a testing resource for the designers of intelligent human and object 
detection systems. 

1. INTRODUCTION 

Computer vision algorithms are increasingly being deployed in cyber-physical systems that 
directly expose human beings to the real-world consequences of the errors in the design or 
implementation of such intelligent systems. The expectation of rich dividends from autonomous 
driving [1] has motivated several car manufacturers (such as Tesla) and public ride-sharing 
providers (such as Uber) to rapidly explore the market for autonomous vehicles through several 
innovative offerings. While such innovations are driven mostly by advances in sensor technology 
and computer vision algorithms supported by the scalability of Moore’s law [2, 3], researchers in 
safety, formal verification, and cyber-physical systems must discover tools and techniques to test 
such autonomous self-driving vehicles. Our tool MAYA is an effort towards exploring the 
correctness of human and object detection systems, and should be of interest to the de-signers 
and validation teams of intelligent cyber-physical systems such as autonomous cars.  

Verifying the correctness of intelligent systems is notoriously difficult due to their 
probabilistically correct nature, nonlinear computations that deter static analysis efforts, and the 
high-dimensional nature of their input space. Hence, our tool MAYA uses a combination of 
statistical hypothesis testing and an error model derived from a convolutional neural network to 
explore the space of possible inputs to a human or object detection algorithm. Our validation 
efforts demonstrate that the OpenCV implementation of Histogram-of-Oriented-Gradients 
(HOG) based human detection [4] is robust to a variety of strong perturbations (See Figure 1). 
However, MAYA is readily able to successfully generate adversarial counterexamples to 
OpenCV’s HOG human detection algorithm. We also successfully obtain adversarial 
counterexamples to the popular Caffe object detection system [5] pre-trained on the ImageNet 
benchmark. 
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Fig. 1. OpenCV recognizes human beings in images (a)-(c) despite the strong visible distortions in images (b) 

and (c). However, the image (d) synthesized by MAYA using an error model derived from a convolutional 
neural network is an adversarial counterexample and the OpenCV HOG-based human detection algorithm 

fails to detect a human being in this image. 

 

2. RELATED WORK 

There has been a series of recent investigations [6–9] that demonstrate the susceptibility of deep learning 
algorithms to adversarial attacks. In some cases, deep learning vision algorithms see shapes and forms of 
real objects in images that look like pure noise to the human eye. In other cases, deep learning algorithms 
are deeply affected by small perturbations and produce results not consistent with the human vision 
system. 
 

 

Fig. 2. A typical flow in computer vision detection system involves reducing the image to a set of feature 
vectors and then using a classifier to render a decision. In convolutional neural networks, the computation of 

feature vectors and classifiers may be performed by different layers of the same network. Validation of 
computer vision algorithms is challenged by the size of the input – about 200 million bits for an ordinary 

image. Even the size of the space of features computed from the image is usually enormous e.g. the number of 
feature vectors in OpenCV’s Histogram of Oriented Gradients is about 3 million floating point numbers. 

 
 
Perturbation of individual bits of the image has been used to generate adversarial counterexamples [10] 
by exploiting a combination of symbolic and statistical model checking approaches. However, such 
approaches based on perturbing individual pixels (see Figure 2) are slow and do not exploit information 
about the structure of the image. Even the insertion of random matrices as errors does not substantially 
accelerate the search for adversarial counterexamples. In contrast, our tool MAYA uses an error model 
derived from the Caffe deep learning framework trained on ImageNet and shows an order of magnitude 
improvement in performance over random perturbations. 
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3. STATISTICAL HYPOTHESIS TESTING & CONVOLUTIONAL NEURAL NETWORKS 

An image I with n horizontal row of pixels and m vertical columns of pixels, where each pixel has a depth 
of d, naturally corresponds to a tensor of size n ´ m ´ d. The space of all possible images can be thought 
of as members of this set of tensors T. Given an image I ∈ T, a straightforward approach to understand the 
impact of perturbations on the image I would be to explore the space of all possible images in an 𝜖-
neighborhood of the image. However, random sampling is not very effective at generating 
counterexamples to data-rich vision algorithms. Even when an approach based on random pixel-wise 
perturbations is guided by a fitness metric such as distance from a classification boundary, it is more than 
20 times slower than the approach implemented in MAYA (see Table 1 in Section 4.1). 
 
The design of MAYA is illustrated in Figure 3. The user provides an original image, the human or object 
detection system under test, and Type I error bound [11] on the acceptable error rate from our tool. 
MAYA stops if it either obtains an adversarial counterexample or enough samples have been observed to 
meet the expected Type I error bounds. 
 

 
 
Fig. 3. Our approach to testing human detection algorithms using statistical hypothesis testing and the error 

models derived from a convolutional neural network. 
 

3.1 ERROR MODELS FROM CONVOLUTIONAL NEURAL NETWORKS  

Inspired by the success of convolutional neural networks and earlier results on using individual pixel 
perturbations to generate counterexamples for machine learning algorithms [10], we build error models 
(see Figure 4) for perturbing images using the features derived from a convolutional neural network. 
MAYA explores the space of images using error models derived from the Caffe convolutional neural 
network trained on the ImageNet database. The lowest layer of Caffe has 96 convolutional filters with 
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each filter having an input of 11´11´3 weights, where 11´11 is the pixel width and height of each feature 
and 3 is the width of the channel corresponding to RGB values. Caffe and other convolutional neural 
networks internally represent the image using these features. For use in the MAYA tool, each feature or 
image pattern from the Caffe tool has been modified by re-normalizing the value of each pixel between 0 
and a small constant. We emphasize that the image database used to train the convolutional neural 
network was unrelated to the image database used in our experimental evaluation of OpenCV’s human 
detection in Section 4.1. 
 
 
 
 
   (a)       (b)       (c)        (d)        (e)       (f)        (g)        (h)       (i)        (j) 
 

Fig. 4. Visualization of 10 error models used in MAYA. Each pattern was obtained by normalizing the 
features derived from the Caffe convolutional neural network pre-trained on ImageNet. 

 

3.2 STATISTICAL HYPOTHESIS TESTING  

In our experiments with OpenCV’s HOG human detection algorithm, the MAYA tool always found an 
adversarial counterexample. However, it is possible that more robust human detection algorithms may not 
possess any adversarial counterexamples. Hence, MAYA implements Wald’s Sequential Probability 
Ratio Test (SPRT) [11] to decide the number of samples that the algorithm should observe. Our null 
hypothesis states that the detection algorithm is no more than 99% correct while the alternate hypothesis 
states that the detection algorithm is at least 99.9999% correct. Wald’s SPRT does not require the user to 
make an explicit choice of the prior distribution as it assumes a uniform prior distribution. The algorithm 
continues to sample until the null hypothesis is rejected with the user-specified bound on the Type I error 
or an adversarial counterexample is obtained. In our experiments, we chose the Type I error to be 
0.00001. 
 

4. EVALUATION 

We tested the performance of our MAYA tool on OpenCV’s pre-trained implementation of the Histogram 
of Oriented Gradients (HOG) human detection system and the pre-trained Caffe convolutional neural 
network for object detection. In our experiments, we used OpenCV version 2.4.12 available from the 
OpenCV home page http://opencv.org. Caffe version 1.0.0-rc3 was obtained from GitHub 
(https://github.com/BVLC/caffe) and its weights were pre-trained using images from the ILSVRC12 data 
set (http://www.image-net.org/challenges/LSVRC/2012) for 310,000 iterations with a batch size of 256. 
Both computer vision tools are pre-trained popular implementations and worthy of our validation efforts. 
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4.1 HUMAN DETECTION WITH OPENCV’S HISTOGRAM OF ORIENTED GRADIENTS 

The results obtained by the MAYA tool on 5 different images are shown in Figure 5. The top row of the 
figure shows the original images where OpenCV’s pre-trained HOG implementation can detect humans 
easily while the bottom row shows perturbed images where the identical HOG human detection 
implementation suggests that there are no humans in the image. The original images and the adversarial 
counterexamples look remarkably similar to the human eye and demonstrate the weakness of the OpenCV 
HOG-based human detection implementation. 
 
The performance of MAYA that uses features from a convolutional neural network (CNN) is compared 
against an approach based on perturbations of individual pixels in Table 1. It can be readily seen that 
MAYA needs a few minutes to compute a counterexample on a server with 64GB RAM and 64 AMD 
Opteronâ 6376 2.3 GHz processors. Individual bit perturbation requires about an hour of time on the 
easiest of these examples. Our CNN features based approach shows a speedup of 24 times or more over 
the approach based on perturbation of individual pixels. The qualitative nature of these results does not 
change even when individual bit perturbations are replaced with perturbations using random matrices. In 
our experiments with images from Table 1, random matrix perturbations needed at least 30 minutes for 
the synthesis of adversarial counterexamples and sometimes needed more than two hours. Hence, we 
believe that MAYA’s use of CNN based error models is crucial to its superior experimental performance. 
 
 
 
 
 
 
            (a)             (b)             (c)             (d)             (e) 
 
 
 
 
 
 
            (f)             (g)             (h)             (i)             (j) 

 

Fig. 5. (a)-(e) Original Images where OpenCV detects human beings. (f)-(j) Corresponding adversarial 
counterexample images synthesized by MAYA where OpenCV fails. 

 

We also studied the performance of MAYA on images from the MIT pedestrian database [12]. Figure 6 
shows a plot of the number of images vs. the time taken by MAYA to synthesize an adversarial 
counterexample for these images. In this plot, the runtime varies from 1 second to about 8.5 minutes. 
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Table 1. Adversarial counterexample synthesis against OpenCV’s pre-trained HOG based human detection 
using CNN-based error models and individual pixel perturbations. 

Image Random Error Model CNN Error Model  
Time Taken 

(seconds) 
Number of 

Perturbations 
Time Taken 

(seconds) 
Number of 

Perturbations 
Speedup 

 

7,842.58 39,806 209.54 1,055 37.43 

 

>9,864.51 >50,000 180.70 914 54.59 

 

6,726.06 34,249 273.99 1,385 24.55 

 

3,531.93 18,180 95.86 479 36.84 

 

7,140.23 36,295 171.00 856 41.76 
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Fig. 6. MAYA’s performance on images from the MIT pedestrian database [12]. 

 

4.2 OBJECT DETECTION WITH CAFFE CONVOLUTIONAL NEURAL NETWORK 

Caffe is a deep neural network framework that can be used to classify an image into 1000 categories 
corresponding to the ImageNet Large Scale Visual Recognition Challenge dataset [13]. The output layer 
is a softmax function that gives confidence values for each label between a range of 0 to 1. To generate 
adversarial counterexample images, we computed the difference in the values of the highest confidence 
prediction and the second-highest confidence prediction, and used this difference as a fitness measure. 
Figures 7(a), 7(b) and 7(c) show three original images that Caffe correctly classifies as a Rottweiler dog, a 
tabby cat and a rocking chair respectively. Figures 7(d), 7(e) and 7(f) show the corresponding perturbed 
adversarial counterexamples generated by MAYA and Caffe fails to correctly recognize the objects in 
these three images. MAYA performs the adversarial synthesis computation within 4303.0, 496.96 and 
360.36 seconds on an Intel i-7-4770k processor with a NVIDIA GTX780 GPU co-processor. 
 

 

 

 

 

         (a)                 (b)               (c)              (d)                (e)                 (f) 
 

Fig. 7. (a)-(c) Original Images where Caffe correctly detects objects beings. (d)-(f) Corresponding adversarial 
counterexample images synthesized by MAYA where Caffe fails. 
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5. CONCLUSION AND FUTURE WORK 

In this paper, we introduce a new tool MAYA for synthesizing adversarial counterexamples to human and 
object detection systems using features derived from convolutional neural networks. We show that 
MAYA is effective in synthesizing adversarial counterexamples against the pre-trained HOG-based 
human detection algorithm implemented in OpenCV and the pre-trained convolutional neural network 
Caffe.  

MAYA terminates as soon as it determines the first adversarial image to an object detection framework. 
Hence, the adversarial image produced by MAYA lies very close to the boundary between correctly 
classified images and incorrectly classified images; hence, such an image can be correctly recognized by 
well-crafted ensemble sampling methods. However, MAYA can also be used to search for an adversarial 
image against object recognition systems implementing ensemble sampling. We will continue to 
investigate the performance of MAYA on recently released and upcoming object detection systems that 
implement defenses against adversarial attacks. 

Adversarial attacks do not necessarily correspond to inputs that would be naturally acquired by machine 
learning systems in the wild. For example, some attacks may generate images where some color values of 
some pixels are floating point numbers while a camera always returns integers for all pixels. MAYA 
voids such obvious physical infeasibility by saving every image as a portable network graphic and then 
re-acquiring this saved image using the computer vision system. However, printing the image on an 
ordinary 600 dpi printer and then re-acquiring it using a 600 dpi Canon PIXMA MX340 scanner destroys 
the adversarial nature of the synthesized image. We will continue to investigate the synthesis of 
adversarial images that can be acquired using a camera by exploiting Generative Adversarial Networks 
(GANs) that can synthesize artificial images indistinguishable from images acquired using natural 
sources. Future versions of MAYA will also focus on parallelizing our computations, performing real-
time adversarial synthesis for videos, and on developing counter-defenses. 
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