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1. INTRODUCTION 

Nuclear plants of the 21st century will employ higher levels of automation and fault 
tolerance to increase availability, reduce accident risk, and lower operating costs.  Key 
developments in control algorithms, fault diagnostics, fault tolerance, and communication 
in a distributed system are needed to implement the fully automated plant.  Equally 
challenging will be integrating developments in separate information and control fields 
into a cohesive system, which collectively achieves the overall goals of improved 
performance, safety, reliability, maintainability, and cost-effectiveness.  Under the 
Nuclear Energy Research Initiative (NERI), the U. S. Department of Energy is 
sponsoring a project to address some of the technical issues involved in meeting the long-
range goal of 21st century reactor control systems.  This project, “A New Paradigm for 
Automated Development Of Highly Reliable Control Architectures For Future Nuclear 
Plants,” involves researchers from Oak Ridge National Laboratory, University of 
Tennessee, and North Carolina State University.  

This paper documents a research effort to develop methods for automated generation of 
control systems that can be traced directly to the design requirements.  Our final goal is to 
allow the designer to specify only high-level requirements and stress factors that the 
control system must survive (e.g. a list of transients, or a requirement to withstand a 
single failure.)   To this end, the "control engine" automatically selects and validates 
control algorithms and parameters that are optimized to the current state of the plant, and 
that have been tested under the prescribed stress factors.   The control engine then 
automatically generates the control software from validated algorithms.   

Examples of stress factors that the control system must “survive” are: transient events 
(e.g., set-point changes, or expected occurrences such a load rejection,) and postulated 
component failures.  These stress factors are specified by the designer and become a 
database of prescribed transients and component failures.  The candidate control systems 
are tested, and their parameters optimized, for each of these stresses.  Examples of high-
level requirements are: response time less than xx seconds, or overshoot less than xx% ... 
etc.  In mathematical terms, these types of requirements are defined as “constraints,” and 
there are standard mathematical methods to minimize an objective function subject to 
constraints.  Since, in principle, any control design that satisfies all the above constraints 
is acceptable, the designer must also select an objective function that describes the 
“goodness” of the control design.  Examples of objective functions are: minimize the 
number or amount of control motions, minimize an energy balance... etc. 

2. CONTROL ENGINE CONCEPT 

The vision of this control-system design process is described schematically in Figure 1.  
Our final goal is to develop methods to implement reliable control systems that 
automatically satisfy all the design requirements.  As indicated by the arrow in Figure 1, 
this is accomplished by automating the design process to arrive at a plant implementation 
directly from the design requirements. 
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The implementation of the methodology takes the bottom path of Fig. 1.  For this 
implementation, the design requirements are fed into a control engine, which uses a 
library of control algorithms and validated plant models to arrive at the control design 
using an iterative optimization process.  The control design is then implemented using 
validated control architectures, which are tested automatically to guarantee that the 
reliability requirements are met.  Finally, during the lifetime of the plant, the plant model 
is maintained up to date (e.g, updated with component failures or mode changes) by an 
on-line diagnostics system. 

3. CONTROL ENGINE IMPLEMENTATION 

The automation of this design methodology requires the following steps: 

3.1 Selection of Design Requirements Related to Control System Performance 

The first step is to review the design requirements for applicability to the problem at 
hand.  The automated design system will deal only with those design requirements that 
relate directly to the “performance” of the control system.  The discarded requirements 
will have to be addressed separately in a manual fashion. 

An example requirement is to specify that all the equipment must operate using a power 
supply of 110 Volts and 60 Hz.  This is clearly a valid requirement, which must be 
specified when purchasing the control hardware, but is not directly related to control 
performance; thus, these types of requirements are not included in the automated control 
engine requirement set. 

An example of a valid requirement is to specify that the control system must control the 
reactor without scram for a particular transient.  For example, we could specify that a 

Design Requirements

Automatic
Control Engine
Design Tools

Control Design

Plant Models

Control Algorithms

Control
Architecture

Plant
Implementation

Diagnostics

    Automate

Reliability

 

Figure 1.  Schematic diagram of the automated control design process 
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feedwater controller should automatically handle a loss of a single heater without 
resulting in a reactor scram.  Clearly, these types of requirements are directly related to 
control performance and must be included in the automated control engine requirement 
set. 

The selection of “proper” design requirements is clearly one of the more important steps 
in the design process.  It is also clear that some requirements will not be as clear cut as 
the examples above.  In such cases, there must be an iterative process between the control 
engineers and the requirement “providers” to resolve differences.  The clear advantage of 
our proposed automated control design process is that it frees the control engineers to 
concentrate on the high level goals and lets the computer do the tedious implementation 
work.   

3.2 Implementation of Requirements in Mathematical Form 

Once proper design requirements are identified, each must be documented in the form of 
a “subroutine.”  This subroutine takes as input the results of a computer simulation and 
returns a value that indicates whether the particular requirement is satisfied.  This 
documentation then becomes a mathematical description of the requirement, which is 
precise and reviewable.  The set of subroutines that document all requirements then 
become a complete description of the control problem. 

This step becomes in effect a second screening of the design requirements.  If a design 
requirement cannot be written in the form a subroutine, it is probably not a proper control 
design requirement.  The basic idea is that the requirement must be “testable.”  In other 
words, given the results of a computer simulation, the control engineer must be able to 
determine unequivocally whether the requirement is satisfied or not; thus, a proper 
requirement should always be able to be documented in the form of a subroutine.   

Clearly, to complete this second step, there must be an additional iterative process 
between the control engineers and the requirement “providers” until all requirements are 
documented in this mathematical form.  This provides for yet another opportunity to 
review the completeness and appropriateness of the requirement set. 

3.3 Development of a Control Algorithm Library 

To automate the control system development, the control engine must have available a 
library of control algorithms.  This library includes standard control algorithms such as 
proportional integral or advanced multivariate control schemes.  The library may also 
include problem-specific algorithms; for example to control a steam-generator level, it 
would be logical to include a three-element controller in the library. 

The control library can be as inclusive and sophisticated as desired.  It may include 
problem-specific model-based controllers, neural networks, fuzzy controllers …  The 
only requirement is that those algorithms be parameterized; the control engine will select 
the optimal parameters for each algorithm and then pick the optimal algorithm so that the 
final design satisfies all requirements. 
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3.4 Development and Validation of Plant Models 

Validated plant models are required to perform the computer simulations required for the 
automated control design.  The plant models must be validated and must be kept up to 
date by the diagnostics system for the life of the plant. 

3.5 Automated Control Design Development 

The core of this research effort is the automated development of control designs that 
satisfy all the requirements.  This is accomplished by using standard constrained 
minimization methods, where the requirements are the mathematical constraints, and the 
control engine minimizes an objective cost function that the designer specifies. 

3.6 Development of Control Architectures 

Our initial research addressing the control and information system architecture for future 
nuclear installations involves the development of functional requirements.  The plant 
architecture that we envision can serve to establish an integration platform for functional 
capabilities and a distributed communications framework to support operations, 
maintenance, and engineering personnel at a 21st century nuclear power plant.   The 
distributed network can provide the backbone to convey information from the data 
acquisition sources to the users and applications that process the information. The issues 
of architecture being addressed in this research are: (1) Provide a common, consistent 
interface to I&C systems; (2) Enable uniform, transparent access to distributed data 
sources; (3) Establish a computing environment that facilitates the integration of 
information and applications (e.g., diagnostics and control); (4) Define a system 
architecture that permits flexibility in implementation and expandability of functional 
capabilities; and (5) Define an approach to application support that lays the foundation 
for standardizing functions and interface conventions for the nuclear power industry. 

Simply establishing network links among the various systems and installing workstations 
as network nodes addresses only part of the desired support for plant personnel at the of 
21st century plant.  A key goal of this research is to provide common functionality 
throughout the control and information system architecture.  In this way, the efficiency of 
plant personnel in performing their tasks can be enhanced and the possibility of user error 
while interacting with multiple systems and data sources can be reduced.  The proposed 
architecture concept is based on a layered approach with the capabilities and services of 
the application environment supporting the functionality of applications (e.g., diagnostics 
or controls).  

3.7 Control Design Implementation 

Once the automated control engine has identified a control design that meets all the 
requirements, the control design is implemented in the real-life plant using the validated 
control architectures. 
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3.8 Development of Diagnostics Methods to Update the Plant Model 

Since the goal of this research is to maintain the design within its requirements for the life 
of the plant, it is imperative that the plant model be kept up to date.  Thus, the 
implementation of these techniques requires the development of diagnostics methods that 
can identify component failures or degradations.  Those component degradations should 
then be reflected in the plant model.  The automated control engine is then implemented 
on-line with the updated models to guarantee that the original design requirements are 
still satisfied with the new plant configuration. 

4. APPLICATION TO A SIMPLIFIED STEAM GENERATOR MODEL  

As a demonstration of proof of 
principle, we have implemented this 
methodology using a standard off-the-
shelf minimization algorithm.  For this 
example, we have used the simplified 
steam generator model described 
schematically in Figure 2.  This model 
is complex enough to be non-trivial, 
but simple enough to allow for a large 
number of fast calculations to define 
the proper strategies. The equations 
describing the dynamics of the steam 
generator are nonlinear: 
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For this proof-of-principle demonstration, the library of control algorithms includes only 
simple proportional or proportional-integral controllers. The control system can be 
described by the following equations 

( ) ( )

max

0

0 uuifuW

dtLLKLLKu

l

t

setisetp

<<=

−+−= ∫  

The maximum flow through the valve is limited by the full-open stem position, which 
introduces a hard nonlinearity. As design requirements, we selected the maximum 90% 
rise time for a step response, a maximum overshoot, and a maximum steady-state error.  
As objective cost function, we minimize the control effort, which is defined as 
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Figure 2.  Schematic diagram of simplified 

steam generator model 
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The control effort variable is proportional to the amount of work that the controller must 
perform.  Typically, by minimizing this variable we obtain a minimum wear and tear of 
all control components and overall smother performance. 

The control engine immediately selected a proportional-integral controller with the 
optimized gain parameters that minimize the control actions while still satisfying the 
requirements.  The control engine determined in all cases that a simple proportional 
control algorithm would not be able to satisfy the steady-state error requirement without 
an integral-control component, as expected.   

Figure 3 shows an example response of the system for three different requirements.  In all 
three cases, we have requested that the engine maintain an overshoot less than 2% for a 
10% step demand in the level setpoint.  The requirements are changed from case to case 
so that the response time is 5, 3, or 2 seconds respectively.  The control engine 
automatically computes the optimal controller gains to satisfy those requirements and 
minimize the control effort.  As it can be seen in Figure 3, the faster the system, the larger 
the control effort required.   

Since the simplified steam generator model that we used is non-linear, it comes as no 
surprise that the optimized gain parameters are function of the operating conditions and 
Plant State. This feature has been used to demonstrate the adaptive nature of our control-
design methodology.  By running the control-engine and the diagnostic system in parallel 
with the real system, we are able to feed it the current operating conditions and the status 
of the failed components.  Thus, the control-engine is able to determine on-line whether 
the original design requirements are met under the current operating conditions and Plant 
State.  If the design requirements are not met, alternate control algorithms or parameters 
that meet those requirements are calculated.  The alternate algorithms can be 
implemented on-line, or suggested to an operator, who makes the final decision about 
implementation. 
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Figure 3.  The control engine automatically determines the optimal control algorithm and 
parameters that satisfy the time response requirements.   
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Figure 4.  Simulation of a degraded condition.  Inlet flow is limited to 150%, 125%, or 
115%.  Control engine diagnoses the condition and adjusts control parameters. 



 

 8

Figure 4 presents an example of the use of the control engine methodology in an 
adaptive form during the life of the plant.  For this example, we have assumed that some 
time after implementation, the available flow through the input valve is limited.  An 
example of this limitation would be caused by cavitation on the valve, which would 
impose a new requirement to limit the flow.  Another example of limited flow would be 
the loss of one of the upstream feed pumps.  For the example in Fig. 4, we have assumed 
three cases, the original, a case where the maximum inlet flow is limited to 125% of 
nominal, and a third case where the maximum inlet flow is limited to 115%.  For all this 
cases, we require an overshoot lower than 2% and a time response lower than 3 seconds. 

The control engine is assumed to be running in diagnostics mode.  For case 2 (125% 
maximum flow,) the control engine detects that the original time-response requirements 
are not met, and it calculates new optimal parameters that satisfy the requirements.  For 
case 3 (115% maximum flow,) the control engine determines that the requirements 
cannot be satisfied because the minimum response time achievable is ~4 seconds.  Even 
though the control system is capable of maintaining the level at 100%, it cannot satisfy 
the requirements under the specified 10% step response transient.  For this case, the 
operator would be notified and there are two options: either (1) the requirements would 
need to be relaxed, or (2) the plant would need to be fixed to allow for higher inlet flow. 

4.1 Nomenclature for Simplified Steam Generator Model 

M  total mass 
L  two-phase level 
A flow area 
ρ density 
W mass flow 
α void fraction 
h specific enthalpy 
K controller gain 

4.2 Subscripts 

l liquid 
v vapor 
max maximum 
set setpoint 
p proportional 
i integral 
0 initial condition 
5. APPLICATION TO A FULL-SCOPE PWR SIMULATOR  

For this demonstration, we have developed Control Engine prototype software using 
standard off-the-shelf minimization algorithms and we have coupled it to several 
simulation programs.  For the application, we have chosen a complex, high-fidelity PWR 
simulator developed in Task 3.1.   This PWR simulator is a large Fortran code, which we 
have coupled to the control engine without modification; thus demonstrating that this 
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technique can be applied to essentially any engineering simulator.  For this example, the 
performance requirements are defined as avoiding scram for: (1) a 10% power reduction, 
and (2) a 40 degrees F reduction in feed-water temperature; these are arbitrary 
requirements and other may have been chosen.   

The results of the Control Engine optimization for the two above transients are shown in 
Figure 5 and Figure 6; which show the steam generator level during the simulated 
transient with the original control parameter settings and with the optimized parameters.  
The thermal power (i.e., steam flow to the turbine) is controlled very accurately during 
the transient, and we did not observe any unusual neutron-flux power oscillations in the 
reactor core.  These results are obtained by iterating using the simulator with different 
control parameters and choosing those parameters that minimize the overall error for both 
transients.  Note that by using this minimization technique, we do not require to linearize 
or Laplace-transform the reactor model.  This provides us with two relevant features: (1) 
we can use existing complex models “as is”, and (2) non-linear or non-minimum phase 
phenomena, such as the well-known shrink and swell effect, are inherently taken into 
account
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Figure 5.  The Control Engine automatically calculates the level control strategy that 
satisfy all of the performance requirements 
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Using a procedure similar to the one outlined above, we can automatically develop an 
optimized controller for our U-tube steam generator. Figure 7 shows one such controller.  
This is a typical three-element controller, where the steam generator level is controlled by 
setting up a feedback loop on the measured water level plus the mismatch between the 
steam flow and feedwater flows.  By adding this flow mismatch in the three-element 
logic, these types of controllers can handle the well-known shrink and swell 
phenomenon, where the two-phase water level temporarily drops when additional cold 
feedwater is injected because it collapses steam voids. 

Steam generator dynamics are non-linear and change significantly with operating power 
level as the void fraction changes.  To compensate for those changes, the controller 
shown in Figure 7 was designed with power-dependent gains.  In this way, the controller 
can be designed to be significantly more “aggressive” and have better performance at full 
power without losing stability at low power levels.  As seen in Figure 7, our controller 
design provides a tradeoff between proportional, integral, and three-element gains as 
power changes.  This results in greatly improved performance, especially at high powers 
where the steam generator operates most of the time. 

What makes this controller unique, however, is not its performance characteristics, but 
the fact that it was designed completely automatically using the design engine of Task 
1.4.  In essence, we have captured the design requirements for this steam generator in the 
control engine and a new optimized controller can be calculated at any time in the life of 
the facility if conditions or equipment changes (e.g., component failures or replacements) 
occur.
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Figure 6.  The Control Engine calculates the optimal control strategy for multiple 
postulated transients and performance requirements 
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Figure 7.  Power-Dependent Optimal Controller 



 

Figure 8and Figure 9show examples of this feature.  In the example of Figure 8, a 
feedwater pump is assumed failed, so that the maximum feedwater flow available to the 
controller is limited.  The Control Engine automatically recognizes that, because of the 
maximum flow limitation, the original controller will produce a significant overshoot.  
The Control engine automatically suggests a new set of control parameters that are less 
aggressive and minimize the overshoot caused by the new plant condition.  In the 
example of Figure 9, the diagnostics system has detected an incipient failure of a steam 
flow sensor.  Then Control engine, then, evaluates the impact of this failure (by assuming 
completely failed) and concludes that if the sensor fails, the controller will become 
unstable.  It then, automatically, re-computes optimizes control parameters that do not 
use the steam flow sensor, and it suggests a re-optimized controller that will not be 
sensitive to the sensor failure should it occur.  Note that this new controller is not as good 
as the original controller, but it is more fault-tolerant given the information we now know 
about the probability of failure of the sensor. 
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Figure 8. Example of Control Engine decision following a failed feedwater pump.  
Control parameters are re-optimized to minimize overshoot for a postulated power 
step transient 
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Figure 9. Example of Control Engine decision after diagnosis of an incipient failure 
of the steam flow sensor.  Control parameters are re-optimized to prevent instability 
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1.  Introduction 
 
Imperfections of system components, especially those of actuators and sensors, are among the 
factors that severely limit the performance of feedback control loops.  Most often, a critical 
imperfection is a nonlinearity which poorly known, increases with wear and tear, and varies from 
component to component.  Some of the most common imperfections found to be an integral part 
of the component design and are classified as dead-zone, backlash, and hysteresis.  These are 
typically found in a wide variety of components and systems such as mechanical, hydraulic, 
pneumatic, magnetic, and piezoelectric. 
 
The problem of nonlinearity is frequently encountered in common control engineering practices.  
The behavior of nonlinear elements tends to degrade the performance in feedback control loops.  
In addition, most of feedback control methods available in literature are designed for linear 
systems and cannot cope with the nonlinear characteristics of the system being controlled (plant).  
The complexity of nonlinear systems can be attributed primarily to nonlinear dynamics described 
in terms of partial differential equations with rather distributed parameters and most often they 
are time variant.  Solving partial differential equations is quite difficult with high degree of 
complexity, and for that reason very few mathematical design and analysis tools can be directly 
applicable to nonlinear systems are in existence.  The most common approach to design feedback 
control for nonlinear systems is to transform the nonlinear system into an equivalent linear 
system.  This is commonly realized by approximating the nonlinear dynamics with a linear model 
around some operating point of interest; in which case all control design and analysis tools will 
apply.  A careful measures need to be exercised to ensure that the applied control law is bounded 
enough to maintain the system performance in the linear region. 
 
Another approach for developing control methodologies of plants described by nonlinear 
dynamics is the piecewise linearization technique.   In this approach, a piecewise linearization 
method is applied to the nonlinear system through which approximation by linear segments along 
an operating trajectory is considered.  Linearization techniques are typically performed on 
mathematical models representing the system dynamics, and as a result various errors are 
introduced causing the derived models to be inaccurate to a varying degrees.  Among those errors 
is the error resulting from the model derivation process of a complex physical system, 
uncertainties in plant disturbances, and un-modeled dynamics. 
  
This report documents possible technical approaches that can be used to address the subject of 
nonlinearity with emphasis on adaptive inverse control (AIC) as first step in designing robust 
feedback control system using linear methods.  This nonlinear cancellation method is described in 
[12].  It is used as a linearization technique to facilitate the application of established linear 
control techniques for plants with nonlinear elements.  The AIC methodology focuses primarily 
on nonlinearities of sensors and actuators that are typically used in industrial applications.  The 
discussions presented in the following section include topics on linear feedback control methods 
such as multivariable control and robust control methods.  More specifically, LQG/LTR and H-
infinity are discussed as robust control techniques 
Application of control methods in plants has been sign ificantly improved in the last two decades 
because of advancements in the digital computational capabilities and the availability of many 
analytical design and analysis tools.  Several software packages are commercially available with 
wide range of capabilities ranging form algorithms implementing classical control methods to 
complex algorithms implementing the most advanced control strategies.    
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2.  Background 

2a.  Nonlinearity 
 
Nonlinearities in control systems are frequently encountered due to the nature of most physical 
systems in which they are either inherited or are intentionally introduced.  The inherited type of 
nonlinearities is often attributed to dead zone (Figure 2.1-a), hysteresis (Figure 2.1-b), saturation 
conditions (Figure 2.1-c), Coulomb friction (Figure 2.1-d), backlash (Figure 2.1-e), parameter 
aging, and various nonlinear relations between system variables.  Dead-zone, hyteresis, and 
backlash are identified as the forms of nonlinearity that are typically associated with actuator and 
sensor devices.   These devices are essential components in any control application and therefore, 
good understanding of their nonlinear behavior is essential to the design of control systems.   
Researchers over the last two decades have investigated these forms of nonlinearity in an effort to 
understand their characteristics and develop appropriate mathematical models that can be used in 
deriving various control strategies [8], [19-22], [35].   Numerous mathematical models have been 
developed, especially for backlash and hysteresis.  
 
The intentionally introduced nonlinearities, on the other hand, are usually considered for specific 
purpose such as improving systems performance or to favorably influence economy in component 
selection. 
 
One of the main difficulties in dealing with nonlinear behavior of systems is that the response of 
these systems does not follow the superposition principle (ƒ (a x + b y) = a ƒ (x) + b ƒ (y), where 
a, b are any constant scalar quantities) typically exhibited by linear systems behavior.  
Consequently, all mathematical tools used for design and analysis of linear systems cannot be 
directly applied to nonlinear systems.  Among the characteristics of nonlinear behavior is the self-
excited oscillation, called the limit cycle.  This oscillatory response can be simply investigated by 
the assumption that the output of a nonlinear element for a sinusoidal input is a sinusoidal 
component at the input frequency.  
 
Control system design for nonlinear systems is traditionally accomplished in the frequency 
domain using the describing-function method [1], [23].  The describing-function is defined as the 
input-output ratio of a nonlinear element in the frequency domain, just as the transfer function 
defines the input-output relation for a linear element in the frequency domain.  More accurately 
stated, the describing function is defined as the ratio of the fundamental frequency components, 
of the response of a nonlinear system to a sinusoidal excitation, to the amplitude of the excitation 
as shown by Figure 2.2.   In most feedback control problems, linear and nonlinear components 
are usually co-exist within the same feedback loop as shown in Figure 2.3.  Describing-function 
approach, however, is not practical to apply because of the complex computational and graphical 
representation involved.  Furthermore, this approach cannot be used when optimality and 
adaptability of the control strategy are desired. 
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Figure 2.1 Example of nonlinear elements 
   

r(t)                        e(t)                                       m(t)                                                 C(t) 

R(s)                      E(s)                                      M(s)                                                C(s) 
N(a)                               G(s) 

 
 
Figure 2.3  Feedback control system where r is a reference and the error e(t) = r(t) –  C(t), 
N(a) is the describing-function of the nonlinear element, and G(s) is the transfer function of the 
linear element 
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Linearization techniques are commonly used to analyze the behavior and to study the stability of 
nonlinear control systems around some operating point or range, by taking advantage of linear 
time- and frequency- domain methods (transfer function approach, frequency-domain analysis, 
frequency-domain stability criteria, state-space representation). 
 
The level of complexity of control system design increases depending on the number of inputs 
and outputs of the plant.  Single input single output systems (SISOs) are the most simpler to 
analyze because interaction among variables doesn’t exist.  Multivariable systems with more than 
one input and more than one output (MIMO), on the hand, require special techniques capable of 
handling interactions between controlled variables. 
 

2b.  Multivariable Control 
 
An essential first step in the design of a control system is the derivation of mathematical 
description to model the physical system to be controlled.  It is also customary in control 
engineering practices to represent a system and all of its associated components by a block 
diagram indicating the interaction interrelationships between the variables of interest as well as 
representing each component by its corresponding input-output relationship either in the 
frequency domain or in the time domain.  This convenient means of system representation is 
applicable to both linear and nonlinear systems. 
 
For SISO systems the concept of transfer function plays an important role in the characterization 
of linear time-invariant (LTI) systems.  In general, the block diagram representation and signal 
flow graphs along with the transfer function form the basis of representing the input-output 
relationships of LTI system in control systems theory. 
 
The transfer function of linear system between an input r(t) and an output c(t) is commonly 
denoted by G(s), and defined as the Laplace transform of the impulse response g(t).  The basic 
mathematical definition of transfer function as depicted by the basic block diagram of Figure 2.4 
is written as the ratio 
 
   C(s) / R(s) = G(s) / (1 + G(s) H(s))     
 (2.1) 
 
and the error 
 
E(s)  = R(s) – H(s) C(s)        (2.2) 
 
For SISO C(s), R(s), E(s) in equations (2.1) and (2.2) are scalar quantities. 
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r(t)      +                          e(t)                                                                       c(t) 

R(s)                     -          E(s)                                                                      C(s) 

 
        G(s) 

 
         H(s) 

 
Figure 2.4  Basic block diagram of a feedback control system 
 
In multivariable control problems, the control system usually has multiple inputs and 
outputs (MIMO).   The concept of transfer function for SISO can be extended to the 
multivariable case with the exception that the scalar variables become vectors and the 
transfer function become transfer matrix as indicated by Figure 2.5. 
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r1(t) 

r(t) 
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Figure 2.5  Block diagram representations of a multivariable system. 
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Where, 
                                                                            
r(t) is (px1) input vector [r1(t), r2(t), ….., rp(t)]T, and c(t) is (qx1) output vector [c1(t), 
c2(t), ……, cq(t)]T. 
 
The transfer function relationship between the input and the output of the multivariable 
system can then be expressed as 
 
 
  C(s) = G(s) R(s)       
 (2.3)   
Where  
 
C(s), G(s), R(s) are all matrices defined as 
 
 
                C1(s)                                       R1(s)                               G11(s)  G12(s)  .  .  .   G1p(s) 
                C2(s)                                       R2(s)                               G21(s)  G22(s)  .  .  .   G2p(s) 
C(s) =         .          ,               R(s) =          .               ,   G(s)  =       . 
                   .                                               .                                     . 
                 Cq(s)                                        Rp(s)                             Gq1(s)  Gq2(s)  .  .  .    Gqp(s) 
 
 
 and the closed loop transfer matrix is given by, 
 
 
  Gcl(s) = [ I + G(s) H(s) ] –1G(s)      
 (2.5) 
 
 
Where I is the identity matrix.  In this case, it should be noted that the closed loop transfer 
function cannot be expressed as a ratio C(s)/R(s) since C(s) and R(s) are matrices. 
 
For LTI systems with transfer matrices G(s) and H(s), the matrix function 
 
  J(s) = I + G(s) H(s)       
 (2.6) 
 
is known as the return difference matrix, and the matrix function 
 
  L(s) = G(s) H(s)       
 (2.7) 
 
is known as the loop gain matrix. 
 
Feedback control loops in multivariable systems are usually coupled to each other.  In 
cases where cross coupling or interaction is weak relative to the desired control 
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performance, design methods for SISO systems may apply.  This can be accomplished by 
decoupling the system in physical sense and treat each loop independently as separate 
SISO system.  The overall output response of the system can then be equivalent to the 
sum of the output responses for each input as long as the system is linear where 
superposition principal applies.  If, on the other hand, the interaction is strong enough to 
be dominant, the multivariable system must be considered as one entity.  One of the 
design methods of multivariable feedback control system with good robustness properties 
is the linear quadratic Gaussian (LQG) with loop transfer recovery (LQG/LTR).  This 
design method allows the treatment of the multivariable system as one entity by taking 
into consideration the interaction between the various loops as it’s the case with 
practically most of physical systems and processes. 
 

2c.  Robust Control 
 
One important aspect of control engineering is the robustness property of feedback control 
system.  Robustness is defined as the ability of the control system (or the controller) to maintain 
overall system performance despite of variations in plant physical parameters, operating 
conditions and other uncertainties.  A Robust feedback control system has reasonably large 
stability margin, good disturbance attenuation, and low sensitivity to parameter variations.  The 
stability margin of a control system is measured in terms of the overall gain margin and phase 
margin, both of which determine the degree of stability of the system under varying operating 
conditions.   
 
The problem of robust design is an important consideration since all physical systems (plants) to 
be controlled will definitely experience variations over time due to changes in environmental and 
operating conditions (wear due to aging, errors due to calibration, installation, human factors).   
Other sources of uncertainty are due to modeling error resulting from describing complex plants 
and processes by mathematical expressions representing their dynamics, linearization and 
approximations methods used to simplify the analysis, and unmodeled dynamics. 
 
The design of linear controllers for plants with strong nonlinearities by linear control design 
methods often leads to unsatisfactory control performance.  Furthermore the model of the plant is 
mostly not well known because of the uncertainties of the model parameters.  For example, 
complex reaction processes or nonlinear valve characteristics cause strong nonlinearities and 
uncertainties of parameters.  Robust control design methods take into account these nonlinearities 
and uncertainties to guarantee robust stability and robust performance.  
 
Classical feedback control methods developed mainly for SISO, such as Nyquist, root-locus, 
Bode, and Nichols plots, are all frequency domain techniques designed to provide robustness 
through the feedback loop.  Robust control theory has advanced in the last two decades where 
many techniques appeared in the literature and found their way into the real world.  Among the 
most recently developed, are µ-synthesis, covariance control, convex optimization, H8 , and the 
latest development of linear matrix inequalities (LMIs) [9-10], [27]. 
 

2d.  Linear Quadratic Gaussian (LQG)/ Loop Transfer Recovery (LTR) design 
Method 
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The LQG/LTR is an optimal control method that can be applied to linear time-invariant SISO and 
MIMO systems to provide feedback control system performance having good robustness 
properties such as reasonably large stability margin, good disturbance attenuation, and low 
sensitivity to parameter variations.  In addition to these good robustness properties, this design 
method has additional capability of minimizing the effects of unmodeled high-frequency 
dynamics, neglected nonlinearities, and reduced-order model.  
 
The LQG structure consists basically of a Kalman filter state estimator and a linear quadratic 
regulator (LQR) as shown by Figure 2.6.  The plant disturbances and measurement noise are 
represented by two uncorrelated white noise processes w (k) and v (k) respectively with normal 
(Gaussian) distribution and zero mean.  The Kalman filter estimator, by design,  has been shown 
to have good robustness properties for plant perturbations at the plant output whereas the LQR 
has been shown to have good robustness properties for perturbations at the plant input.  In spite of 
the fact that the individual components of the LQG has good robustness properties, the LQG 
controller collectively as a structure would not guarantee robustness properties at either the plant 
input or the plant output [14]. 
 

Plant 
x= Ax+Bu 

State 
Estimator 

 

 - K 

 
                                       w(k)                                                             v(k) 
 
          r = 0              u(k)          
                     +                        +                                                       +                        y(k) 
                                                                  y = Cx 
 
 
 
 
 

x
∧

k( )  

 
Figure 2.6  Simplified LQG block diagram.  
 
In the linear quadratic regulator problem, the plant is represented by a linear state space model 
either as time-variant or as time-invariant, depending on the dynamic behavior of the plant.  
Considering the case of discreet linear time-invariant form of the plant, the state space model is 
usually expressed by state difference equation and output (observation) equation as  
 
 x(k+1) = Ax(k) + Bu(k),        where k =0, 1,2, ……, N    
 (2.8) 
 
 y(k)    = Cx(k)         
 (2.9) 
 
The objective in designing optimal control system is to determine a control law u(t) that is 
optimal in some sense in order to obtain a desired plant performance.  In the LQR problem, the 
control input to the plant takes the optimal form 
 
 u(k) = - K x(k)         
 (2.10) 
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where K is an optimal gain schedule that needs to be calculated based on minimizing a quadratic 
cost function in the form 
 
                            N 
 JN =  ?  xT(k)Q(k)x(k) + uT(k)R(k)u(k)      
 (2.11) 
                     k=0 
 
where N is finite and Q(k) and R(k) are positive definite and positive semi definite weighting 
matrices respectively.  Both matrices are usually selected to be symmetric to simplify the 
computation without any loss of generality.  The quadratic cost function (2.11) is considered for 
the simplicity in its development and computations as well as the logical sense it offers, through 
the flexibility in selecting Q and R, to obtain the desired performance.  Minimizing the first term 
of (2.11) ensure that the states will be driven to the zero state as quickly as possible, where as 
minimizing the second term will ensure that the control u will not be too large for all practical 
purposes. 
 
There are several approaches to minimize the cost function JN, one of which is the principle of 
optimality developed by Richard Bellman [7], [25] and another similar approach is the minimum 
principle.  Both of these approaches are discussed in details in [7].   
 
The LQG design when it is considered in conjunction with the LTR procedure serves to recover 
robustness at either the input or the output of the plant.  If robustness is desired at the input of the 
plant, the first consideration is to design a nominal robust LQR satisfying the design constrains.  
Consequently, an LTR design procedure should be incorporated by designing a Kalman filter gain 
that recovers the robustness at the input to the plant to approximate that of the nominal LQR 
design.  If, however, robustness is desired at the output of  the plant, a nominal robust Kalman 
filter design is made to satisfy the performance constraints.  Consequently, an LTR design 
procedure is used to design an LQR gain that recovers robustness at the output of the plant to 
approximate that of the nominal Kalman filter design. 
 
Software packages are commercially available and are designed to facilitate the control design 
process by providing users with systematic implementation of the control method.   Some of the 
software equipped with complex algorithms based on the most advanced control strategies, such 
as, LQG/LTR, H-infinity, µ-synthesis, etc.  One of the most widely used software package in 
industry, academia, and scientific fields is MATLABTM .  It consists of individual toolboxes 
capable of implementing control system design based on both classical and advanced control 
theories as well as statistical analysis methods.  Figure 2.7 illustrates how the LQG problem can 
be solved using the MATLAB platform. 
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Figure 2.7.  Block diagram illustrating solving the LQG problem by MATLAB. 
 
 
One of MATLAB toolboxes is the Control System Toolbox which has two call functions 
dedicated to implement LQG design procedure in both continuous- and discrete-time domains 
(lqry, dlqr).  In the discrete form, the plant is described by the discrete state space representation 
(state difference equation and the discrete output equation).  The function dlqr solve the discrete-
time, linear-quadratic regulator problem and its associated discrete Ricccati equation (DRE). 
 
Given the plant state space equations (2.8) & (2.9), the Syntax 
 
[K, S, e] = dlqr (A, B, Q, R, N), 
 
calculates the optimal gain matrix K such that the state-feedback law u (k) = - K x(k) minimizes 
the quadratic cost function 
 
 
                          8  
 J =  ?  xT(k)Q(k)x(k) + uT(k)R(k)u(k) + 2 xT (k) N u (k)        
(2.12)        k=1 
 
The default value N = 0 is assumed when N is omitted. 
 
In addition to the state-feedback gain K, dlqr returns the solution S of the associated DRE 
 
 
AT SA – S – (AT SB + N) (BT XB + R)-1 (BT SA + NT) + Q = 0 ,        (2.13) 
 
and the closed-loop eigenvalues e = eig (A-B*K). 
 
The continuous-time function lqr provides similar solution when the plant is described by its 
continous-time state-space form 
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 x’ = A x + B u          (2.14a) 
 
 y  = C x + D u          (2.14b) 
 
The continuous-time solution to the state-feedback law u (t) = - Kx(t) minimizes the quadratic 
cost function 
 
                   8  
 J = ? (yT Q y + uT R u + 2 yT N u) dt        (2.15) 
                   0   

 

2e.  H-infinity control design concept 
 
H-infinity (H8 ) is a feedback control system design and synthesis method used to optimize the 
performance and robustness of MIMO control systems.  In comparison with other optimal control 
methods such as the LQG, this method optimizes both performance and robustness whereas the 
LQG alone without the LTR procedure optimizes only performance but not robustness.  In this 
method robustness objectives are stated in terms of singular value inequalities. 
 
One of the major research efforts in control theory during the past decade has been the 
development of the ”H-infinity optimal control theory”.  It fundamentally addresses issues of 
worst-case controller design for linear plants subject to unknown disturbances and plant 
uncertainties, including problems of disturbance attenuation, model matching, and tracking [12], 
[28].  The H8  is the Hardy space which is defined as the space of all complex-valued functions of 
a complex variable s that are analytic and bounded in the open right-half complex plan, Re s > 0.   
 
The basic design problem using this technique can be stated as: how to design a controller that 
minimizes the H8  -norm of a given closed-loop transfer matrix.  Where the H8  -norm of a 
transfer matrix is defined as the maximum of its largest singular value over all frequencies.  The 
problem statement can be restated in a more explicit formulation as: given a nominal LTI 
description of the control plant together with singular values bounds on an appropriate 
uncertainty model and on the performance objectives, design a fixed-parameter LTI controller 
that meets at least the nominal performance requirements and that achieves robust stability.   The 
optimization part of the development process offers some flexibility in investigating the inherent 
trade-offs between performance and robust stability.  Although the H8  design process vary from 
application to application, a generalized framework has been developed as guidance to the 
synthesis process.  Discussions on the generalized framework referred to in the literature as the 
Standard Problem are beyond the scope of this report.  Simplified treatment of the standard 
problem and H8  concepts can be found in [5]. 
 
H8  appears as a natural and powerful method to control systems with unstructured uncertainties.  
However, its results are largely over-dimensioned when applied to systems with structured 
perturbations.  This is due largely to lack of detailed information about the origin and influences 
of the uncertainties.  In this case, the µ-synthesis (structured singular value) provides more 
adequate results. 
 
Synthesis of an H8  controller can be considered as a two-step design process.  In the first step, the 
plant is augmented with weighting functions, which reflects the desired specifications for control 
system.    The weighing functions are usually selected in order to force a controller design that 
meets the performance requirements and robustness to high frequency unmodeled dynamics.  In 
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the second step, the controller is constructed for the augmented plant.  The mathematical solution 
of H8  synthesis has been well treated and successfully explored for the general case since the late 
eighties.  In the first step, the H8  synthesis process cannot be solved for a generalized case but 
must be carried out for each plant individually.  Some weighing schemes, however, have been 
developed for various typical design problems, which can be used as guidance or building blocks 
toward a specific application.  Theoretical foundation for the general framework for solving the 
H8  design problem is discussed in [5], [27]. 
 
H8  control concept has undergone substantial progress during the nineties and emerged as a 
method that can be applied to practical problems [11], [13], [37].   Several efficient numerical 
algorithms have been developed and are readily available to simplify the computation efforts in 
synthesizing H8  optimal and suboptimal controllers and provide a somewhat systematic 
procedure for implementation.  
 
Algorithms used to support H8  concepts and controller synthesis, by solving the standard 
optimization problem, require high computing and storage capacity.  Use of commercially 
available software is desirable because of the degree of complexity in the theory supporting the 
H8  techniques. Two such packages are readily available: 
 
MatlabTM  – It provides two different toolboxes implementing algorithms for the synthesis of H8  
controllers solving the standard optimization problem: 1) “Robust Control” toolbox providing 
frequency domain solution, also known as the 1984 Solution (Francis and Doyle, 1987) using the 
Youla parameterization method; 2) “ µ-Analysis and Synthesis” toolbox providing the state space 
solution, also known as the two Ricatti equations solution (Glover and Doyle, 1989). 
 
MatrixxTM – It provides 1) module for “Robust Control Design” in which tools are provided for 
the system analysis using H8  concepts, and for H8  controller synthesis solving the standard 
optimization problem; 2) module for “Xµ” in which tools for the µ synthesis and analysis are 
provided. 

3.  Adaptive Inverse Control  

3a.  Background 
 
The adaptive inverse control method discussed in this report is focused on compensating 
for type of nonlinearities associated with sensors and actuators.  This section describes in 
a rather general sense the concept of nonlinear compensation as introduced in [12].  The 
methods developed under this concept are based on three main forms of nonlinearities 
characterized as the dead-zone, backlash, and the hysteresis that might be present at the 
input or/and the output of a linear part of a plant.  More complex forms of nonlinearities 
can be possibly characterized as a combination of these elementary forms of 
imperfections.  The presence of such nonlinearities influences the performance by 
affecting static accuracy of the control systems.  When using linear controllers with 
plants having input or output nonlinearites of these types, static accuracy will be limited 
by the width of the dead-zone, backlash, or hysteresis.  Any attempts to improve the 
performance by increasing the gain of the feedback loop would lead to sustained 
oscillations which consequently may contribute to more wear in mechanical, 
electromechanical, and hydraulic components and systems.  Backlash and hysteresis are 
amore harmful than dead-zone for because of their inherent phase lag.   
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There are two main approaches to remedy the problems attributed to nonlinearity.  One 
approach is to produce components free from nonlinearity imperfections, but these are 
costly to manufacture.  The other approach is to use inexpensive components that are 
commercially available and develop a form of intelligent control system capable of 
compensating for the system nonlinearity imperfections.  Performance of the control 
system can be further improved by incorporating an adaptation feature to the design in 
order to compensate for changes in the nonlinear characteristics that may take place over 
time due to wear and tear, and unanticipated variations to the system parameters.    
 
Adaptive control of nonlinear systems has recently made significant advances.  Wide 
range of Adaptive controlling schemes have been developed for special classes of 
nonlinear systems such as pure-feedback systems and feedback linearizable systems [6], 
[16], [18].  The study of adaptive control for systems with unknown dead-zones at the 
input was considered in [24] in which an adaptive method was proposed with full state 
measurement.  Cases where only single output is accessible for measurement were 
addressed using direct control method in [31, 32], for actuator nonlinearities and in [33-
35] for sensor nonlinearities. 
 
The adaptive inverse control concept is based on approximating nonlinerities by 
piecewise linear models that are parameterized by unknown break-points (br , bl) or 
crossing points (ct, cb , cr , cl ), depending on the form of nonlinearity, and slopes (mt , mb , 
mr , ml) as shown in Figure 3.1.   The inverse control method requires a linearized model 
of the nonlinearity that can be used as the basis for constructing a linear compensator 
containing a fixed or adaptive inverse dynamics to cancel the effect of the unknown 
nonlinear characteristics.   The compensator dynamics represent the inverse effects of the 
nonlinearity to be compensated for, and it can be fixed or adaptiv.  Because of the 
adaptive feature of this method, a universal linearized model can be derived with the 
capability to make automatic adjustment to certain parameters.  In general, it would be 
difficult to develop one linearized model that can represent one form of nonlinearity for 
all applications.  This is true due to the physical change in the nonlinear character 
overtime as a result of the wear and tear that are naturally occur during operation 
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Figure 3.1.  A piecewise model of Hysteresis showing eight parameters (four crossing 
points and four slopes) 
 

3b.  Adaptive Inverse Control Concept 
 
Actuator and sensor nonlinearities are among the key factors limiting both static and dynamic 
performance of feedback control systems.  Backlash in gears and other mechanical components, 
for example, prevents accurate positioning and may lead to chattering and limit-cycle instabilities.  
This in turn increases backlash.  In general, nonlinearity could be present at the input of the plant, 
output of the plant, or at both the input and the output as illustrated by Figures 3.2(a), 3.2(b), 
3.3(c), where N (·), Ni (·), No (·) represent the type of nonlinearities exhibited by the physical 
components.  The goal of the inverse methodology is to develop an inverse scheme capable of 

 
      Actuator (or Sensor) 
       with Hysteresis or 
            Deadzone 



 15

canceling the effects of the nonlinearities; thus allowing a linear controller structure to be used to 
achieve improved output-tracking performance. 
 
 
 
 
                         v                                                u                                                   y 
 
 
 
                                                                       (a) 
 
 
                         u                                                z                                                  y 
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Figure 3.2.  Plant Models with (a) input nonlinearity, (b) output nonlinearity, (c) input 
and output  nonlinearity. 
 
The underlying concept of adaptive inverse control strategy is to construct linear controllers in the 
form of a control algorithm including a class of nonlinear compensators characterized by a fixed 
or adaptive inverses of the most commonly encountered nonlinear elements in sensors and 
actuators.   Development of this type of nonlinear compensators depends mainly on the existence 
of appropriate inverse models capable of canceling the effects of the nonlinearity to a practical 
degree of accuracy and ease of implementation.  These issues were initially raised and considered 
in [26], [27].  It has been shown in [10] that inverse models exist for all three forms of 
nonlinearities with the dead-zone being the simplest inverse model due to its static nature.   
Backlash and hysteresis and their inverses are more complex because of the dynamic character 
they exhibit and that there is no universal model that can represent these nonlinearities for all 
systems and components. 
 
As depicted by Figure 2.9, the existence of an inverse model NI (·) for a given nonlinearity N (·) 
implies that  
 
  u = N (NI (ud)) = ud , 
 
where N (·) represents the nonlinear element and NI (·) is its true or desired inverse.  However, 
true inverses are not usually known and parameterized estimates NI (· ) must be derived which 
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can be either fixed or adaptive.  It should also be noted that when the inverse is exact, then u = N 
(NI (ud)) = ud achieves the control objectives as if N (·) does not exist. 
 
 
 
 
 
 

NI (•)
∧

 N(•) 
ud                                     v                                       u 

 
Figure 3.3.  Compensation of input nonlinearity N (·). 
 
The main objective in developing adaptive inverse compensation schemes is to account for the 
uncertainties by understanding the characteristics of the nonlineaities and their variation with 
time.  In some situation, however, when the nonlinearities are approximately known, 
compensation schemes based on fixed approximate inverses may be satisfactory.  This would lead 
to various development approaches depending on the knowledge of the linear dynamics of the 
plant and the characteristics of the nonlinearity. 
 
Four approaches were presented in [10]:  
 
Both the nonlinear part N (·) and the linear part G (s) are known. 
The nonlinear part N (·) is known and the linear part G (s) is unknown. 
The nonlinear part N (·) is unknown and the linear part G (s) is known. 
Both the nonlinear part N (·) and the linear part G (s) are unknown. 
 
In the first two cases the compensation scheme utilizes an exact inverse to cancel the nonlinearity.  
In these cases, fixed or adaptive linear controller structure can be used to achieve output tracking 
to a given reference signal.  In the other two cases the compensation scheme uses a detuned 
inverse, whose parameters are fixed estimates of the unknown exact inverse parameter and a 
fixed or adaptive linear controller structure can be used.  Such compensation scheme ensures 
closed-loop signal boundedness if the inverse slope parameter errors are small.   
 

3c.  The underlying Control problem 
 
Although this report is devoted in the most part to the concept of adaptive inverse control as a 
technique to cancel nonlinear imperfections for sensors and actuators, the ultimate objective is to 
address the technical issues confronting control engineers in designing a robust control system for 
a plant with sensor and actuator nonlinearities. 
 
In this section a systematic approach  will be outlined which serves as a guidance in designing a 
robust control system for plants with sensor and actuator nonlinearities.   The procedure should 
not be considered as a design algorithm since each application has its own design constraints 
based on the plant and its operating requirements.  The design objective may also be different 
from plant to plant. Therefore a generic algorithm is not feasible for all applications. 
 
The nonlinear cancellation procedure is based on the assumption that the plant is represented by a 
linear-time-invariant dynamics and that the nonlinearity appears at the input of the plant, output 
or both .  The  recommended procedure is illustrated by the flow chart of Figure 4.1. 
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Figure 4.1  Flow chart outlining design steps for robust feedback control system of 
plants with sensor and actuator nonlinearities 

     Design Robust Feedback Control System for  
   Plant with Sensor and Actuator Nonlinearities 

           Select A Piecewise linear model of the  
                             Nonlinearity  
 (Dead-zone,  Hysteresis, Backlash, or 

 Determine parameters for the Piecewise 
Linear model 

                   Construct Nonlinearity Inverse 

    Construct 
Adaptive 
    Nonlinear 

   Construct Fixed  
   Nonlinear 
Inverse 

    Construct 
Adaptive  
    Nonlinear Inverse  

 Run a simulation to verify cancellation of nonlinearity using compensator 

Select Robust Control Method for the linearized Plant Dynamics 
(LQG/LTR, H-infinity,  µ-Synthesis) 

Run Complete Simulation of Robust Control Method for The 
Linearized System 
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3d.  Dead Zone Compensation 
 
As discussed previously, our objective is to develop inverse algorithms to cancel the 
effects of nonlinear sensors and actuators.  In this section we will develop a algorithm for 
dead zone compensation.  The actuator is represented schematically in Figure 3.3. 
 
The output (u) is described by the equation 
 

u(t) =
mr v(t) − br( )   for v(t) ≥ br

0              for bl < v(t) < br

ml v(t) − bl( )   for v(t) ≤ bl

 

 
 

  
 

 
The input/output relationship of an actuator with a dead zone nonlinearity is shown in 
Figure 3.4.  In this figure the output (u) follows the demand (v) until v =bl at which point 
u remains constant until v = br. 

 
 
In Figures 3.5 and 3.6 we show the input and output of an actuator with a dead zone 
nonlinearity.  The input is specified by the equation 
 

ud (t) =10 sin(1.3t)  
 

u(t)

vt)

ml

mr

bl

br

 
Figure 3.4  Input/output relationship of actuator with dead zone 
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The effect of the dead zone can be seen in the graph where u=0 and in the magnitude of 
u.  We will compensate for the dead zone by inserting an inverse algorithm for the dead 
zone as shown in Figure 3.3.  The dead zone inverse can be described mathematically by 
the equation 
 

v(t) =

ud(t) + mrbr

mr
   for ud(t) > 0

0                   for ud(t) = 0
ud(t) + mlbl

ml
   for ud(t) < 0

 

 
 

 
 

 

 
 
 

 
Figure 3.5.  Input signal to actuator. 

 
Figure 3.6.  Output signal from nonlinear actuator with dead zone. 
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Figure 3.7 shows the actuator output (u) with after compensation.  It is clear from 
comparing Figures 3.5 and 3.7 that the output tracks the input (ud) 

 
 

3e.  Backlash Inverse 
 
Backlash is a common problem in actuators which use gears.  The backlash in the system 
makes precise positioning difficult.  In this section we develop the backlash algorithm 
and demonstrate its effectiveness. 
 
Figure 3.8 will be used to represent the meshing of gear teeth (although slightly 
exagerated for clarity).  In this figure object A represents the (gear) tooth that is driving 
object B.  As A moves to the right, it will come into contact with object B, which will 
begin to move to the right.  As A reverses direction and begins to move to the left, B will 
remain stationary until A comes into contact with the left side of B.  Then both objects 
will begin to move to the left.  The relationship between the position of A (v) and B (u) is 
represented in Figure 3.9.  It should be clear that the position of B is dependent on the 
position of A, the direction A is moving, and the previous position of B. 
 

 
Figure 3.7.  Output signal from nonlinear actuator with dead zone compensation. 
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To position of B as a function of time can be represented by the formula 
 

u(t) =

v(t)         for dv
dt

> 0 and u(t −1) < v(t)

v(t) + g   for dv
dt

< 0 and u(t − 1) − g > v(t)

u(t −1)    otherwise

 

 

 
 

 

 
 

          where g = gr + gl

 

 
 

 
Figure 3.10 shows the input (desired output) specified by the equation  
 

v(t) =10sin(1.3t)  
 

A

B

v(t)

u(t)

gl gr

 
Figure 3.8.  Representation of meshing gear teeth. 

 
Figure 3.9.  Input/output relationship for actuator with backlash nonlinearity. 
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Figure 3.11 shows the output of an actuator with backlash for the input shown in Figure 
3.10.  It is clear from figure that the output is “clipped” and minimum value is limited by 
the gap (g) in the mesh. 

 
4We will compensate for the backlash by inserting a nonlinear compensator.  The output 
of the compensator is described by the following equation 
 

 
Figure 3.10.  Input signal to actuator with backlash nonlinearity. 

 
Figure 3.11.  Output signal from actuator with backlash nonlinearity 
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v(t) =
ud (t)           for u( t −1) ≤ ud (t) and dud

dt
> 0

ud (t) − g     otherwise

 
 
 

  
 

 
Figure 3.12 shows the output (u) following addition of the nonlinear compensator.  It can 
be seen that the “clipping” and minimum value error have been corrected. 
 

 
 

 
Additional work is to be done with the dead zone and backlash compensation to add an 
adaptive feature to adjust the parameters of the compensation to changes (and 
differences) in the plants to be controlled.  Also, additional compensators will be 
developed and implemented to build this library of routines to be used for nuclear plant 
control development. 

4. Commercially Available Control-Design Software  
 

Nonlinear Control Design (NCD) Blockset   
 
NCD provides a time-domain-based optimization approach to control system design.  
This tool, designed for use with Simulink block diagrams, automatically tunes system 
parameters based on user-defined time-domain performance constraints.  The NCD 
Blockset provides an interactive GUI for modifying system parameters and specifying 
performance constraints.  A constrained optimization scheme is formulated and solved 
using information from Simulink system, time-domain constraints, tunable variables, and 
uncertainty.  The optimization scheme performs successive simulations on the Simulink 
system and changes the tunable variables in an attempt to better meet the time response 
specifications. 

 
Figure 3.12.  Output of actuator with nonlinear backlash following addition of 

nonlinear compensator. 
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Nonlinear Control Toolbox 
 
The Nonlnear Control Toolbox was created by Jens Moller-Pedersen and Martin Pagh 
Petersen (part of masters thesis), The software was developed as a toolbox to facilitate 
the analysis of H-infinity problems for nonlinear control (NC) systems in conjunction 
with Maple software package.  The NC-Toolbox includes functions for basic system 
manipulation, H-infinity synthesis functions and functions to evaluate general controllers. 
 
The toolbox has been developed on HP-UX 900 system and requires Maple And Matlab 
with control and µ-toolbox in order to run.  If µ-toolbox is not available, The NC-toolbox 
can be converted for use with Matlab standard control toolbox.  The toolbox can export 
systems and controllers or simulation with Simulink, but access to Simulink is not 
required. 
 

Matlab 
 
MatlabTM  from MathWorks, Inc., is a software package widely used by academic, 
scientific, and industrial sectors in control design and analysis.  The software consists of 
individual toolboxes including the ‘Control System Toolbox’. It also has two different 
toolboxes implementing algorithms for the synthesis of H8  controllers solving the 
standard optimization problem: 1) “Robust Control” toolbox providing frequency domain 
solution, also known as the 1984 Solution (Francis and Doyle, 1987) using the Youla 
parameterization method; 2) “ µ-Analysis and Synthesis” toolbox providing the state 
space solution, also known as the two Riccatti equations solution (Glover and Doyle, 
1989). 
 

Matrixx 
 
MatrixxTM – from Integrated Systems provides 1) module for “Robust Control Design” 
in which tools are provided for the system analysis using H8  concepts, and for H8  
controller synthesis solving the standard optimization problem; 2) module for “Xµ” in 
which tools for the µ synthesis and analysis are provided. 
 
 

Computer-aided Systems and Control analysis and Design (CASCADE)  
 
CASCADE  is an expert system developed by the University of Tennessee at Knoxville 
(UTK) for the U. S. Department of Energy (DOE).  The expert system is a tool used in 
synthesizing the LQG/LTR eliminating the need for numerical programming that is 
typically involved in developing the algorithm. 
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Task 1.2 Control-Priority Mode Selection Algorithm 
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Control priority mode selection is a strategy that allows autonomous agents to select the 
best control mode for a given condition. The control system designer provides detailed 
information needed to select the highest priority regulation objectives required to 
maintain the controllability of the full system for different failure states of actuators.  For 
example, when one actuator saturates or is placed in manual, that actuator no longer 
responds to automatic control signals.  The controllability of the full system is reduced in 
rank by one degree due to the loss of one actuator.  The highest regulation objective is 
changed to maintain the most important objective in response to a reduced controllability 
rank of the full system.  Standard linear methods for multi-input, multi-output control do 
not address the problem of signal boundedness for the actuator or manual/auto transition 
of actuators singly.  The control priority strategy is a methodology for recognizing the 
condition and providing control modes specifically designed for the diminished control 
capability of the system.  The goal of this task is to develop methods such that, when 
given the control priorities in an appropriate form, the control priority algorithm 
implements the control modes and switching logic automatically. 
 
The need for control priority arises in multi-variable control systems.  The origin of the 
idea for control priority strategy was the integrated control system for Babcock &Wilcox-
designed nuclear steam supply systems.  A simplified description of this system shows 
that it consists of three controllable systems: 

1) a nuclear reactor, 
2)  a feedwater system, and 
3)  a turbine.   

In normal, fully-automatic, operation the control system has the following actuator goals: 
1) reactor control rods are used to regulate coolant temperature,  
2) feedwater valves are used to control power, and 
3) turbine valves are used control steam pressure.   

If one of the actuators is placed in manual or reaches an unresponsive condition then the 
control system needs to modify control goals to account for the lost of an actuator.  For 
example, if the turbine is placed in manual, the control goal of the feedwater system is 
changed from controlling power to controlling pressure.  Similarly, if the control rods are 
placed in manual, the goal of the feedwater system is changed from controlling power to  
controlling reactor temperature. 
 
This illustrative example is quite simple.  Because the priority scheme was simple, it was 
possible to develop the control schemes and switching logic for the diminished systems 
manually without great difficulty.  The specific goal of this task is to construct an 
algorithm such that a module or system can construct the switching logic and control 
methods automatically from the priorities alone.  This degree of on-line control logic 
design will allow a whole new class of real time reconfigurable multivariate control 
systems to be handled. 
 
The concept of control priority mode switching is to formulate the information 
requirements to uniquely determine system control goals in response to changes in the 
status of control actuators or input signals.  The ordered priority of regulation objectives 
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with suitable controllability/observability restrictions appears to be sufficient to 
reconfigure the control system algorithm automatically. 
 
The following hierarchical structure has been used to map control system components for 
a mode selection algorithm.  The basic element in this structure is called a socket.  The 
highest level socket is called a system_socket.  The system_socket contains five or more 
elements: 

1) the number of sockets required by the system,  
2) the number of components available for use by the control system, 
3) the number of control algorithms available, 
4) the control algorithm being used, 
5) a label defining the control system, and 
6) other elements as needed.   

The next level in the structure is the control_socket.  The control_socket structure 
contains two or more elements: 

1) the number of components assigned to a specific socket,  
2) an array of component indexes pointing to the specific components assigned 

for use by this control_socket, and 
3) other elements as needed.   

The lowest level is the components structure. The number of components should be 
larger than the number of sockets if redundancy is required by the control system.   The 
component structure contains seven or more elements:  

1) socket number,  
2) status, 
3) time placed in service, 
4) number of times repaired, 
5) parameter one of a probability distribution function (PDF), 
6) parameter two of a probability distribution function,  
7) a component label, and 
8) other elements as needed. 

 
We have used a Weibull PDF to predict mean time to failure for the components; thus, 
parameter1 is the alpha and parameter 2 is the beta for the Weibull PDF.  The Weibull 
PDF will be described later.  Each system has additional information stored in a system 
level database.  The additional system data base entries contain a variety of information 
describing the control system.  For instance, the socket activation sequence for turning 
the control system on, the deactivation sequence for turning the system off, the number of 
control-sockets for this system, the control algorithms to be used, and other specific 
system information as determined by the control designer. 
 
A control system can be defined using the hierarchical structure defined above.  For 
instance, a control system providing liquid level control is defined using this structure. 
The level control system is designed using six control_sockets that are populated with 
two configuration valves, a pump, a control valve, a level set point, and a level 
measurement as indicated in Table 1.2.1 and there are three control_sockets that have 
redundant components.  Selection of a pump, control valve, and level measurement as 
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redundant components is a means used by the control system designer to improve system 
reliability. 
 

The system_socket is populated by 

1) number of sockets = 6, 

2) number of components = 9,  

3) number of control algorithms = 2,  

4) control algorithm being used = 1, and 

5) system label = “LCS100”. 

 

The control_socket is defined by an array of 6 sockets to match the number of sockets 
defined by the system_socket structure.  Each of the control_socket elements is defined 
by: 

control_socket 1 

1) number of components assigned to socket 1 = 2, and 

2) component indexes for socket 1 = [1 and 2]; 

 control socket 2 

1) number of components assigned to socket 2 =1, and 

2) component indexes for socket 2 = 3; 

 control_socket 3 

1) number of components assigned to socket 3 = 2, and 

2) component indexes for socket 3 = [4, 5 ]; 

 control_socket 4 

1) number of components assigned to socket 4 = 1, and 

2) component indexes for socket 4 = 6; 

 control_socket 5 

1) number of components assigned to socket 5 = 1, and 

2) component indexes for socket 5 = 7; and 

 control_socket 6 

1) number of components assigned for socket 6 = 2, and 

2) component indexes for socket 6 = [8, 9]. 

 

An example of component_ structure values for each of the nine components is shown in 
Table 1.2.1. 
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Table 1.2.1 Component_Structure 

 
Component 
number 

1 2 3 4 5 

Socket number 1 1 2 3 3 
Status 1 1 1 1 1 
Time placed in 
service 

5 12 5 5 5 

Number of 
times repaired 

0 0 0 0 0 

PDF Parameter 
1 

10.0 9.0 12.0 8.0 10.0 

PDF Parameter 
2  

4.0 4.0 6.0 5.0 4.0 

Component 
label 

“PUMP1” “PUMP2” “CONFV1” “CTRLV1” “CTRLV2” 

 
 

Table 1.2.1 Component Structure (Continued) 
 
Component 
number 

6 7 8 9 

Socket number 4 5 6 6 
Status 1 1 1 1 
Time placed in 
service 

10 5 5 5 

Number of 
times repaired 

0 0 0 0 

PDF Parameter 
1  

9.0 12.0 8.0 8.0 

PDF Parameter 
2  

4.0 6.0 5.0 5.0 

Component 
label 

“CONFV2” “LVLSP” “LVLM1” “LVLM2” 

 

Now that the structure has been defined, the next step is to define the task of the mode 
selection algorithm.  The mode selection algorithm determines which control algorithm to 
use and which of the available components to activate. 
 
Plant observability plays a key role in a mode selection algorithm therefore, it designed to 
be data driven using this hierarchical structure.  The primary structure element used by 
the algorithm for dynamic mode selection is the component status.  If the status is one 
then the component is operational.  Thus, a simple boolean equation is used to evaluate 
the status of the level control system, 
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LCS100 = (PUMP1 “OR” PUMP2) “AND” CONFV1 “AND” (CTRL1 “OR” CTRL2)    

     “AND” CONFV2 “AND” LVLSP “AND” (LVLM1 “OR” LVLM2). 
 
 
In this example, two control algorithms are available for the level control system as 
indicated in the system_socket level data.  The first control algorithm will always be the 
normal default control algorithm for the system.  In this example, the first control 
algorithm is a standard PID type control to control level using control valve to zero the 
error between set-point and level measurement.  The condition required for this control 
algorithm is that at least one control valve is working and at least one pump is 
operational.  The second control algorithm is available if both control valves fail to 
respond properly to the control signal and one of the control valves can be opened.  
Under this condition the second control algorithm will turn on the pump when the level 
error fall below some predetermined value and turn off the pump when the level error 
exceeds some predetermined value.  This information is used in the mode selection 
algorithm to determine which of the available control algorithms to be used to control the 
system. 
 
The component activation algorithm uses the component_structure level data.  The 
component status is the primary input to determine if the component is available for use.  
This status is changed by the diagnostic system that is being used to monitor system 
performance or by maintenance that have removed the component from service for 
repair.  Other systems as desired by the control designer may be given access to the status 
parameter.  If all components available for the control system are operational, then the 
redundant component with the highest reliability is selected for used.  The two PDF 
parameters, the time placed in service, and the number of times repaired are used to 
obtain an estimate for the redundant component reliability.  In addition, the total system 
reliability are estimated using these parameters to provide operator information about 
predicted system reliability. 
 
Information theory provides a parameter, called entropy, which can be used to estimate 
system complexity. [Min and Chang] Using an entropy measure along with a method to 
estimate time to failure will provide the mode selection algorithm information for 
component selection. The time placed in service, the number of times repaired, and the 
PDF parameters are used in the entropy measure and to estimate time to failure used in 
the next level of evaluation.  The diagnostic system being developed by UTK will supply 
additional information that is used in mode selection algorithm. 
 
System entropy is dependent upon the number of components in the system and the 
probability of failure of each component.  For the same probability of failure, entropy 
increases with the number of components in the system.  If the failure probability of one 
component increases, the system entropy also increases.  The entropy parameter includes 
both system complexity and system reliability.  Thus selecting the system with the lowest 
entropy provides a way to weight both complexity and reliability into the selection 
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criteria.  This statement is true when the failure probability for all components is less than 
0.5. 
 
 
The component entropy is determined by 
 

)1(log)1(log 22 iiiii PPPPE −−−−≡ ,   (1.2.1) 
 
 where, 
   Ei = component entropy, and 
   Pi = failure probability of component i. 
 
 
 
It has been shown that the entropy of a system can be determined by the sum of the 
component entropies in a system, 
 

∑
=

≡
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iEE
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       (1.2.2) 

 
 where, 
   E = system entropy,  and 
   nc = number of components. 
 
 
Diagnostic entropy is a measure that indicates the difficulty in determining the state of a 
system.  The diagnostic entropy is determined using conditional probabilities, where the 
conditional condition is the system is not in the operational state.  If the system being 
analyzed has redundant ways of satisfying the control requirements, the probability of the 
system to exist in the desired state is determined by 
 

∑ ∏
= =







≡
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i
jiPPDS

1 1

      (1.2.3) 

 
  where, 
 
   PDS = probability that the system exists in the desired state, 
   Pji  =  probability that component i in system j is in the desired 

        state (working) , 
   ns = the number of redundant systems that satisfy control 

        requirements, 
ncj = the number of components in redundant system j, 
j    =  index for redundant systems, 
i   =  component index. 
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Now examine the system to determine the probability that the system exists in an 
undesired state, having one or more of the components in the failed condition.  The 
following equation is used to determine the probability that the system is in an undesired 
state, 
 

∑
=

≡
nt

k
kPPF

1

       (1.2.4) 

  
  where, 
   PF   =  probability that the system is in a failed condition, 
   nt =  number of failure combinations (=2nc – 1), 
 

( )( )∏
=

−×+×≡
nc

i
ikiikik PssPssP

1

1      (1.2.5) 

  where, 
   sski = 1 when component i is operational and 0 when failed, 
   k    =   condition counter, 
   nc  =  number of components in system. 
 
 
The probability, PF, determined by equation (1.2.4) is used to normalize the probabilities 
for component failure combinations determined by equation (1.2.5) to yield 
 

PF
P

PN k
k ≡        (1.2.6) 

 
The diagnostic entropy, ED, is then determined by 
 

   ( ) ( )k

nt

k
i PNPNED 2

1

log×−≡ ∑
=

 .   

 (1.2.7) 
 
The probabilities for components can be modeled using any of the standard probability 
density functions such as Weibull or Gamma. [Barlow and Proschan]  The present 
analysis uses a Weibull distribution, (1.2.8), to obtain an estimate of component failure 
time. [Hogg and Tanis] The Weibull probability density function is 
 
 

α

β

α

α

β

α 







−−

≡
w

e
w

wg
1

)(      (1.2.8) 

 where, 
  w = time parameter, 
  α = parameter, 
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  β = parameter. 
 
 
 
The Weibull distribution for α  = 10. and β  = 4.is shown in Fig. 1.2.1. 

 
 
 
Fig.1.2.1  Weibull Probability Density Function 
 
 
The cumulative distribution, G(w), is determined by 
 

  

∫
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The cumulative Weibull distribution shown in Fig 1.2.2 can be used to predict the 
changes in failure probabilities for system. 
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Fig. 1.2.2.  Cumulative Weibull distribution use for failure predictions 
 
Example to demonstrate the entropy calculations required by a mode selection algorithm. 
 
Each component will have data base entries that will contain ,, βα w0, and other 
information that can be used in tracking the reliability of the component. The Weibull 
parameters are used to adjust probability data to match the expected component 
probabilities and w0 is set to the time placed in service for the component use in the 
system.  This parameter is reset when the component is replaced.  A set of rules is 
developed to determine which control goal to be used. Inputs to this algorithm are 
generated by the diagnostic system, which will provide information about component 
malfunctions or systems being switched to manual.  Once the control goal has been 
determined.  The next decision is based on which redundant path will provide the most 
reliable components to meet the control goal. 
 
Selected components will be evaluated by the diagnostic system.  The evaluation is used 
to generate an effective failure probability.  The effective failure probability is compared 
to the failure probability generated by a cumulative Weibull function.  The largest value 
is used in the entropy calculation to determine to most reliable control sections to use. 
 
 
Table 1.2.1 shows nine components that have been used to control the system for this 
example.  The nine components are used to satisfy the control goals of the level control 
system.   
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TABLE 1.2.2 Control System Components 

 
Component Failure Probability Entropy 

1 .1 .46899559 
2 .2 .72195809 
3 .1 .46899559 
4 .2 .72195809 
5 .2 .72195809 
6 .1 .46899559 
7 .05 .28639696 
8 .2 .72195809 
9 .25 .81127812 

 
 

Table 1.2.2 provides the failure probabilities and the entropy values for the components assigned 
to the level control system.  Components 1 and 2 are a redundant set assigned to socket 1.  Since 
component one has a lower entropy, it is selected by the mode selection algorithm.  This selection 
can be changed if the diagnostic evaluation indicates some problem with component 1.  The next 
redundant pair is components 4 and 5.  They have the same value of entropy.  Diagnostic system 
information and the number of times repaired are evaluated to make the selection decision.  The 
last redundant pair in this system is components 8 and 9.  If the entropies are not the same but the 
differences are small then additional information is needed to make the component selection 
decision. The component entropy for the six selected components is shown in Table 1.2.3 

 

 

TABLE 1.2.3  System Entropy for Selected Components 

 

Socket Component Entropy 

1 1 .46899559 

2 3 .46899559 

3 4 .72195809 

4 6 .46899559 

5 7 .28639696 

6 8 .72195809 

 

System entropy is the sum of selected component entropies and equal to 3.13723991. 
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SUMMARY 
 

 
Poor control of steam generator water level of a nuclear power plant may lead to 

frequent nuclear reactor shutdowns. These shutdowns are more common at low power 
where the plant exhibits strong non-minimum phase characteristics and flow 
measurements at low power are unreliable in many instances. There is need to investigate 
this problem and systematically design a controller for water level regulation. This work 
is concerned with the study and the design of a suitable controller for a U-Tube Steam 
Generator (UTSG) of a Pressurized Water Reactor (PWR) which has time varying 
dynamics. The controller should be suitable for the water level control of UTSG without 
manual operation from start-up to full load transient condition. Some preliminary 
simulation results are presented that demonstrate the effectiveness of the proposed 
controller. The development of the complete control algorithm includes components such 
as robust output tracking, and adaptively estimating both the system parameters and state 
variables simultaneously. At the present time all these components are not completed due 
to time constraints. A robust tracking component of the controller for water level control 
is developed and its effectiveness on the parameter variations is demonstrated in this 
study. The results appear encouraging and they are only preliminary. Additional work is 
warranted to resolve other issues such as robust adaptive estimation. 
 

1. Introduction 
 
 For the steam generator (SG) in a nuclear power plant, the main goal of its control 
system is to maintain the SG water level at a desired value by regulating the feed-water 
flow rate. Conventional feed-water control schemes cannot provide satisfactory 
performance within the required wide operating range of 0 to 100% of the specified load. 
A large proportion of reactor shutdowns at operating nuclear plants, which causes a 
severe economic loss, has been mainly caused by ineffective feed-water control. 
Therefore, development of better control schemes is very important. A review of past 
PWR plant operation experiences indicates that unplanned reactor trips due to SG level 
control have been significant contributors to plant unavailability. During low power 
operation, the level control is complicated by the thermal reverse effects known as 
“shrink and swell”. Due to the destabilizing vapor content in the tube bundle region, the 
water level measured in the downcomer temporarily reacts in a reverse manner to water 
inventory change. Increased feed-water flow adds mass to the SG, which would be 
expected to increase the measured downcomer water level, and does not increase it at 
high power. But at low power, the cold feed-water addition can cause a decrease in the 
vapor content of tube bundle, a shift in the liquid from the downcomer to tube bundle, 
and a temporary decrease in level (shrink). Similarly, a decrease in feed-water flow can 
cause a temporary increase in water level (swell). These reverse effects are confusing for 
either manual or automatic operation. The only true indication of water inventory change 
is the flow mismatch between steam and feed-water.  
 
 The water level of the steam generator must not be allowed to rise too high in 
order to prevent the excessive moisture carryover and the pressure buildup of the 
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containment in the break of secondary side flow loop. Also, the low water level should be 
prevented in order to avoid the uncovery of the U-tubes in the secondary side. Therefore, 
the control of the steam generator water level is important to determine power plant 
responses in the event of changes in the operating load. The proposed controller is 
designed to ensure a satisfactory automatic control for the SG water level from low 
power to full power.  
 
 Different approaches to the control of steam generator water level of PWR have 
been reported in the literature. Kothare et al. [1] and Kothare et al. [2] applied Model 
Predictive Control (MPC) technique for SG level control. MPC is an open-loop design 
procedure. This technique works as follows. At sampling time k a plant measurement of 
the output is obtained. An estimator takes the measured output value and the manipulated 
input to obtain the estimate of the plant state. An optimizer takes the estimated plant state 
and computes a sequence of control moves by minimizing an objective function. A more 
general Linear Quadratic Gaussian (LQG)/Loop Transfer Recovery (LTR)-based 
controller is proposed by Menon and Parlor [3]. The controller in [3] is developed using 
local linearization of the SG model and then gain-scheduled to cover the entire range. In 
their design the linearized model around each equilibrium point is scheduled and fitted as 
a function of the difference in the hot- and cold-leg temperatures of the UTSG primary 
side. Water level control of steam generator at low power using Model Reference 
Adaptive Control method is reported in [4]. In this work a dynamic reference model is 
used to generate the reference index of performance for the plant in terms of feed-water 
flow-rate, steam flow-rate and water level. Na [5] and Na and No [6] presented adaptive 
observer to simultaneously estimate the flow errors and the parameters of the steam 
generator model. These estimated parameters are then used to design the control action 
by minimizing a quadratic cost function. A discrete model is used in [4-6] and the 
controller is designed to work for low power. Research works on robust tracking and 
observer-based robust controller are reported in [7-10].  
 

We use continuous time model of the plant and apply Linear Quadratic Regulator 
(LQR) technique to design an optimum controller that forces the plant output (water 
level) to follow a desired water level pattern. Our model is represented as a function of 
feed-water flow-rate, steam flow-rate, and water level unlike [3]. The detailed discussion 
on LQR technique is available in [11]. Robust tracking is achieved for a certain range of 
parameter drifts. MATLAB software package is used to generate computer simulation 
results. The results validate the effectiveness of the controller in water level control of the 
steam generator. We have attempted to develop a robust adaptive observer for the UTSG 
level control but due to time constraints it is not complete at this time. For various 
techniques on robust adaptive observer and optimum controller please refer to [12] and 
[13] respectively. 



2. Model Development 
 
 A steam generator shows complicated dynamic behaviors with nonlinear 
characteristics. Some theoretical models based on thermodynamic experiments and/or 
energy conservative equations have been developed to use for operator training simulator 
and accident analysis and so on. However, these are inadequate as mathematical models 
for designing controllers due to complexities. The controller design and the resulting 
controller performance on the actual plant are both strongly dependent on the accuracy of 
the mathematical model used to describe the plant. However, a highly accurate model is 
generally also highly complex and nonlinear, and therefore leads to difficulties in 
controller design. For the purpose of controller design, the model should be simple and at 
the same time relatively accurate in describing the principal dynamics of the U-Tube 
Steam Generator (UTSG). The difficulties in designing an effective level control system 
for the steam generator arise from a number of factors: (1) the inverse response behavior 
of the plant, particularly at low operating power due to the so-called “swell and shrink” 
effects; (2) variation of plant dynamics with operating power; (3) unreliable flow 
measurements at low power which preclude effective use of feed-forward control: (4) 
constraints on the throughputs of the main and bypass valves which operate on the 
manipulated variable, the feed-water flow-rate to the SG. In this study we use the model 
which has been widely used by many researchers [5] for control purposes. The model is a 
linear fourth-order model whose parameters depend on reactor power level. The transfer 
function relating the feed-water flow-rate and the steam flow-rate to the water level is 
given by, 
    

where, 
 
Y(s), qw(s), and qv(s) are water level, feed-water flow-rate, and steam flow-rate 
respectively, and τ1, τ2, and T are damping time constants and oscillation period 
respectively.   
 

s
G1  is the mass capacity effect of the UTSG. It integrates the flow difference to 

calculate the change in water level. This term accounts for the level change due to feed 
water inlet to steam generator and the steam outlet from it. This quantity means the actual 
water capacity which critically affects the removal capability of the primary heat. G1 is a 

positive constant and does not depend on load. -
s

G

2

2

1 τ+
 is the thermal negative effect 

caused by “swell and shrink”. Since these phenomena exhibit exponential responses for 
step changes of the feed water flow-rate and the steam flow-rate, they are described by a 
first-order equation. G2 is positive and dependent on load. As load increases G2 
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decreases.  The third term is the mechanical oscillation effect caused by the inflow of the 
feed-water to the UTSG. This is a mechanical oscillation term due to momentum of the 
water in the downcomer. All the water removed from the steam is returned to the 
downcomer and is recirculated. The recirculating water has large momentum acting 
against relatively small flow-rate changes. When the feed-water flow-rate is suddenly 
decreased, the water level in the downcomer falls initially and then begins to oscillate. 
This is due to the momentum of the water in the downcomer keeping the recirculating 
flow going down initially and then slowing down. The mechanical oscillation disappears 
completely after a small multiple of the damping time constant. The variable G3 is 
positive.  
 

We divide the steam generator dynamics into four linearized regions with respect 
to operating power level and assume that the dynamics vary linearly over these regions. 
These variations of the plant parameters with respect to power level are presented in th 
graphical form. The actual plant parameters may vary differently, so we study the 
performance of the controller under the situations when the parameter drifts from what is 
projected by linear interpolation. Systematic approaches such as LQR method is used to 
derive the control law where some objectives functions are minimized to derive an 
optimal controller. The main objective of the controller is to maintain the water level in 
the steam generator under various operating levels. We also show the effect of parameter 
drift on the water level through computer simulation results. To design the proposed 
controller we transform the plant dynamics into a suitable state-space form.   
 

The state equations are defined as follows: 
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and the output (water level) is 
 
  )()()()( 321 txtxtxty p δδδδ ++=                   (3) 
 

If we define [ ]T
p xxxxtx 4321)( δδδδδ

∆

= , the dynamics of the steam generator system can 
then be reduced to the following state-space equations: 
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where Ap, Bp, and Cp matrices are given as: 
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The approximate linearized model can be given by, 
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where ).()( and )()( tqtwtqtu vwp δδδδ
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 In the subsequent derivations δ’s will be removed for clarity. We will write the 
system equations as: 
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where pvwp yqqx  and ,,, are the variations in plant state, feed-water flow-rate, steam flow-
rate, and the system output. 
 
 One of the objectives is to design a state feedback controller so that the system is 
internally stable and its output (actual water level) asymptotically tracks the reference 
input (desired water level). This output tracking is achieved using a dynamic 
compensator through the introduction of a vector q defined below. 
 
          rprp yxCyyq −=−= 0&              (9) 
where yr is the reference input. 
 
 The state-space equations for the augmented system may be given by, 
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where, [ ] ppq
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3. Controller Design 
 
Output Tracking: 
 

To minimize the effects of parameter approximation one leads to minimize the 
cost functional, 
 

 [ ]dttuRtutxQtxJ
t

p
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pqpq
T

pq∫
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+=
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)()()()( 111     (12) 

where Q1 and R1 are constant weighting matrices that must be selected by the designer. 
The constant state weighting matrix Q0 is selected to be symmetric and at least positive 
semi-definite and the control weighting matrix R1 is selected to be symmetric and 
positive definite. Under these assumptions the value of J1 is nonnegative.   
 
 The optimal control vector upq(t) is generated from the state perturbation xpq(t) by 
a linear constant gain feedback  
 
  upq(t) = -Kxpq(t)                       (13) 
 
where K is a constant feedback gain matrix given by 
 
  1

1
1 PBRK T

pq
−=             (14) 

 
and P1 is a constant symmetric positive definite matrix which is the solution of the 
algebraic matrix Riccati equation, 
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Then we can show that 
 
  qKxKtKxu ppqpq 21)( −−=−=  where [ ]21 KKK =           (16) 
 
 The existence and uniqueness of solution for the above equation are guaranteed 
by the following assumptions: 

1. (Apq,Bpq) is a controllable pair,. 
2. (Apq,Q1

1/2) is an observable pair. 
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Under these assumptions the closed loop system 
 
  ( ) rpqpqpqpqpqpq yHtwFtxKBAtx ++−= )()()(&         (17) 
 
is asymptotically stable. This implies rp yytq →∞→→  and  as 0& .  
 
 The complete system with tracking controller can be represented by the following 
block diagram. 

 Fig. 1. Block diagram of the control system for output tracking 
 

The dynamic parameters with respect to operating power linearized at different 
power level [14] is shown in the table below: 
 

Table 1 
 
qv (kg/s) 57.4 180.8 381.7 660 1435 
P (%power) 5 15 30 50 100 
G1 0.058 0.058 0.058 0.058 0.058 
G2 9.63 4.46 1.83 1.05 0.47 
G3 0.181 0.226 0.310 0.215 0.105 
τ1 41.9 26.3 43.4 34.8 28.6 
τ2 48.4 21.5 4.5 3.6 3.4 
T 119.6 60.5 17.7 14.2 11.7 
 
 The elements of pp BA  and ,  matrices are graphed below to show their variations 
with operating power.



 
 

       Fig. 2. Steam flowrate variation with power  Fig. 3. Variation of element a22 with power  
 

   Fig. 4. Variation of element a33 with power  Fig. 5. Variation of element a43 with power 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Fig. 6. Variation of element b2 with power      Fig. 7. Variation of element b3 with power 
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4. Simulation Results 
 
 We used a linear parameter varying model of UTSG of which parameters depends 
on the reactor power level. The model is linearized over four regions. The regions are 
divided according to operating power as: Region I for 0% ≤ power ≤ 15%, Region II for 
15% ≤ power ≤ 30%, Region III for 30% ≤ power ≤ 50%, and Region IV for 50% ≤ 
power ≤ 100%. Over each region the elements of model matrices are assumed to vary 
linearly. These elements over each of these regions are obtained from the graph shown in 
figures 3, 4, 5, 6, and 7. The simulation studies are carried out for instances when the 
actual plant parameters drift from the linearized model parameters. It can be seen that 
variation of element b2 of Bp matrix has the most destabilizing effect on the system 
response. This is because it contains the term G2 and τ2 whose value determine the non-
minimum phase characteristic of the steam generator. The simulation results are 
displayed in order to show the effects of these two parameters particularly on the 
effectiveness of the controller and the quality of the system response. As the power of 
operation becomes higher the effect of perturbation of parameters becomes less. For each 
simulation, a step change of 10% in power is considered after the reactor has passed 100 
seconds at steady-state condition. Since the power of operation is directly proportional to 
the steam flow-rate, a step change of 10% of steam flow-rate is taken as the load demand. 
We also assume that water flow-rate and steam flow-rate are equal before the change in 
power demand occurs, that means the change in water level is zero. Figs. 8 and 9 display 
the steam generator water level change, and water and steam flow-rate change 
respectively when the reactor operating power is at 5% and no parameter perturbation is 
assumed. Figs. 10 and 11 portray the system response at the same power of operation 
(5%) but the parameters G2 and τ2 are perturbed such that the element b2 is increased by 
3%. A substantial change in system behavior is noticed due to the drift of system 
parameter, such as larger overshoot and more oscillations before settling down to the 
desired value. Even when the parameter drifts, the controller is capable of maintaining 
the change in water level to zero and hence the water flow-rate change equals the steam 
flow-rate change. If the element b2 drifts further the controller may not be robust enough 
to maintain the water level to the desired value. So we can say that the controller is robust 
enough to maintain the desired system response if the parameter perturbation lies within 
certain bounds. A similar phenomenon is also observed when the operating power is at 
10%. For comparison, we have displayed the simulation results for 3% parameter 
perturbation at both 5% and 10% operating power (Figs. 10, 11, 12, and 13). At the 10% 
operating power the response is better because the water level settles down to zero level 
faster at the cost of increased overshoot which is expected. We can conclude that the 
water level oscillations tend to reduce to zero level faster but the overshoot becomes 
larger as the operating power increases. A case when the parameter perturbation is large 
enough to cause sustained oscillations at 10% power is depicted in Fig. 14. For our 
model, these sustained oscillations occur when the parameter drifts by 5%. We have 
further demonstrated in Figs. 15 and 16 that at 30% operating power a similar transient 
behavior (compared to the cases of 5% and 10% operating power) can be achieved at 
larger (30%) parameter perturbation. If we compare the responses portrayed in Figs. 16 
and 17, it is noticed that water level convergence to zero level is much quicker at the 
operating power of 50% than at 30% for the same perturbation amount. 
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Fig. 8. Water level Change at 5% power        Fig. 9. Water/Steam flowrate change at 5% power 
 
 

Fig. 10. Water level change at 5% power              Fig. 11. Water/Steam flowrate change at 5% 
                    with 3% perturbation                                                            power with 3% perturbation 
 

 
       Fig. 12. Water level change at 10% power              Fig. 13. Water/Steam flowrate change at 10% 
                        with 3% perturbation       with 3% perturbation 
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      Fig. 14. Water/Steam flowrate change at 10%  Fig. 15. Water level change at 30% power 
                       Power with 5% perturbation       with 30% perturbation 
 
 
      Fig. 14. Water/Steam flowrate change at 10%  Fig. 15. Water level change at 30% power 
                      power with 5% perturbation      with 30%perturbation 
 
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 Fig. 16. Water/Steam flowrate change at 30%             Fig. 17. Water/Steam flowrate change at 50% 
                    power with 30% perturbation    power with 30% perturbation 
 
 

5. Conclusions 
 
 
 A robust tracking controller is developed for a UTSG water level control system 
of a nuclear reactor. Automatic control of the water level in the steam generator from 0% 
to 100% of the load, and when large-scale perturbation occurs, is assured. It is shown that 
the tracking error can be reduced to zero if the parameter perturbation is bounded within 
a certain value. Simulation results are provided for some cases to validate the 
effectiveness of the controller. The control system matched the water flow to the steam 
flow, under various operating conditions and parameter uncertainties. It may be 
concluded from this that the control system enables the level to be kept within limits and 
that the transient phenomenon are overcome within reasonably short time. Further studies 
are needed to develop an adaptive state and parameter estimator for the UTSG system. 
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Work on developing such an adapter has started and is not completed at this time. The 
steps towards developing a state estimator or observer is presented in the appendix.  
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Appendix 
 
Observer Design: 
 
 The implementation of the controller requires that the full state of the system is 
available. We like to estimate the states from the output measurements. By Kalman filter 
the optimal estimate )( of )(ˆ txtx pqp  can be generated by  
 
  [ ])(ˆ)()()(ˆ)(ˆ 000 txCtyLtuBtxAtx ppqpqpp −++=&  
 
The filter gain matrix L is given by  
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where P2 is the solution of the algebraic Riccati equation 
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The observer state equation can then be reduced to 
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where K1 is the gain required ensure output tracking, derived before. 
 
The overall system will consist of the following equations 
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 The complete system may be represented by the block diagram shown below. 
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Overall System: 
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1. INTRODUCTION 

Nuclear plants of the 21st century will employ higher levels of automation and fault 
tolerance to increase availability, reduce accident risk, and lower operating costs.  Key 
developments in control algorithms, fault diagnostics, fault tolerance, and communication 
in a distributed system are needed to implement the fully automated plant.  Equally 
challenging will be integrating developments in separate information and control fields into 
a cohesive system, which collectively achieves the overall goals of improved 
performance, safety, reliability, maintainability, and cost-effectiveness.  Under the Nuclear 
Energy Research Initiative (NERI), the U. S. Department of Energy is sponsoring a project 
to address some of the technical issues involved in meeting the long-range goal of 21st 
century reactor control systems.  This project, “A New Paradigm for Automated 
Development Of Highly Reliable Control Architectures For Future Nuclear Plants,” 
involves researchers from Oak Ridge National Laboratory, University of Tennessee, and 
North Carolina State University.  

This paper documents a research effort to develop methods for automated generation of 
control systems that can be traced directly to the design requirements.  Our final goal is to 
allow the designer to specify only high-level requirements and stress factors that the 
control system must survive (e.g. a list of transients, or a requirement to withstand a single 
failure.)   To this end, the "control engine" automatically selects and validates control 
algorithms and parameters that are optimized to the current state of the plant, and that have 
been tested under the prescribed stress factors.   The control engine then automatically 
generates the control software from validated algorithms.   

Examples of stress factors that the control system must “survive” are: transient events (e.g., 
set-point changes, or expected occurrences such a load rejection,) and postulated 
component failures.  These stress factors are specified by the designer and become a 
database of prescribed transients and component failures.  The candidate control systems 
are tested, and their parameters optimized, for each of these stresses.  Examples of high-
level requirements are: response time less than xx seconds, or overshoot less than xx% ... 
etc.  In mathematical terms, these types of requirements are defined as “constraints,” and 
there are standard mathematical methods to minimize an objective function subject to 
constraints.  Since, in principle, any control design that satisfies all the above constraints is 
acceptable, the designer must also select an objective function that describes the 
“goodness” of the control design.  Examples of objective functions are: minimize the 
number or amount of control motions, minimize an energy balance... etc. 

2. CONTROL ENGINE CONCEPT 

The vision of this control-system design process is described schematically in Figure 1.  
Our final goal is to develop methods to implement reliable control systems that 
automatically satisfy all the design requirements.  As indicated by the arrow in Figure 1, 
this is accomplished by automating the design process to arrive at a plant implementation 
directly from the design requirements. 
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The implementation of the methodology takes the bottom path of Fig. 1.  For this 
implementation, the design requirements are fed into a control engine, which uses a library 
of control algorithms and validated plant models to arrive at the control design using an 
iterative optimization process.  The control design is then implemented using validated 
control architectures, which are tested automatically to guarantee that the reliability 
requirements are met.  Finally, during the lifetime of the plant, the plant model is 
maintained up to date (e.g, updated with component failures or mode changes) by an on-
line diagnostics system. 

3. CONTROL ENGINE IMPLEMENTATION 

The automation of this design methodology requires the following steps: 

3.1 Selection of Design Requirements Related to Control System Performance 

The first step is to review the design requirements for applicability to the problem at hand.  
The automated design system will deal only with those design requirements that relate 
directly to the “performance” of the control system.  The discarded requirements will have 
to be addressed separately in a manual fashion. 

An example requirement is to specify that all the equipment must operate using a power 
supply of 110 Volts and 60 Hz.  This is clearly a valid requirement, which must be 
specified when purchasing the control hardware, but is not directly related to control 
performance; thus, these types of requirements are not included in the automated control 
engine requirement set. 

An example of a valid requirement is to specify that the control system must control the 
reactor without scram for a particular transient.  For example, we could specify that a 
feedwater controller should automatically handle a loss of a single heater without resulting 

Design Requirements

Automatic
Control Engine
Design Tools

Control Design

Plant Models

Control Algorithms

Control
Architecture

Plant
Implementation

Diagnostics

    Automate

Reliability

 

Figure 1.  Schematic diagram of the automated control design process 
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in a reactor scram.  Clearly, these types of requirements are directly related to control 
performance and must be included in the automated control engine requirement set. 

The selection of “proper” design requirements is clearly one of the more important steps in 
the design process.  It is also clear that some requirements will not be as clear cut as the 
examples above.  In such cases, there must be an iterative process between the control 
engineers and the requirement “providers” to resolve differences.  The clear advantage of 
our proposed automated control design process is that it frees the control engineers to 
concentrate on the high level goals and lets the computer do the tedious implementation 
work.   

3.2 Implementation of Requirements in Mathematical Form 

Once proper design requirements are identified, each must be documented in the form of a 
“subroutine.”  This subroutine takes as input the results of a computer simulation and 
returns a value that indicates whether the particular requirement is satisfied.  This 
documentation then becomes a mathematical description of the requirement, which is 
precise and reviewable.  The set of subroutines that document all requirements then 
become a complete description of the control problem. 

This step becomes in effect a second screening of the design requirements.  If a design 
requirement cannot be written in the form a subroutine, it is probably not a proper control 
design requirement.  The basic idea is that the requirement must be “testable.”  In other 
words, given the results of a computer simulation, the control engineer must be able to 
determine unequivocally whether the requirement is satisfied or not; thus, a proper 
requirement should always be able to be documented in the form of a subroutine.   

Clearly, to complete this second step, there must be an additional iterative process 
between the control engineers and the requirement “providers” until all requirements are 
documented in this mathematical form.  This provides for yet another opportunity to review 
the completeness and appropriateness of the requirement set. 

3.3 Development of a Control Algorithm Library 

To automate the control system development, the control engine must have available a 
library of control algorithms.  This library includes standard control algorithms such as 
proportional integral or advanced multivariate control schemes.  The library may also 
include problem-specific algorithms; for example to control a steam-generator level, it 
would be logical to include a three-element controller in the library. 

The control library can be as inclusive and sophisticated as desired.  It may include 
problem-specific model-based controllers, neural networks, fuzzy controllers …  The only 
requirement is that those algorithms be parameterized; the control engine will select the 
optimal parameters for each algorithm and then pick the optimal algorithm so that the final 
design satisfies all requirements. 
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3.4 Development and Validation of Plant Models 

Validated plant models are required to perform the computer simulations required for the 
automated control design.  The plant models must be validated and must be kept up to date 
by the diagnostics system for the life of the plant. 

3.5 Automated Control Design Development 

The core of this research effort is the automated development of control designs that satisfy 
all the requirements.  This is accomplished by using standard constrained minimization 
methods, where the requirements are the mathematical constraints, and the control engine 
minimizes an objective cost function that the designer specifies. 

3.6 Development of Control Architectures 

Our initial research addressing the control and information system architecture for future 
nuclear installations involves the development of functional requirements.  The plant 
architecture that we envision can serve to establish an integration platform for functional 
capabilities and a distributed communications framework to support operations, 
maintenance, and engineering personnel at a 21st century nuclear power plant.   The 
distributed network can provide the backbone to convey information from the data 
acquisition sources to the users and applications that process the information. The issues of 
architecture being addressed in this research are: (1) Provide a common, consistent 
interface to I&C systems; (2) Enable uniform, transparent access to distributed data 
sources; (3) Establish a computing environment that facilitates the integration of 
information and applications (e.g., diagnostics and control); (4) Define a system 
architecture that permits flexibility in implementation and expandability of functional 
capabilities; and (5) Define an approach to application support that lays the foundation for 
standardizing functions and interface conventions for the nuclear power industry. 

Simply establishing network links among the various systems and installing workstations as 
network nodes addresses only part of the desired support for plant personnel at the of 21st 
century plant.  A key goal of this research is to provide common functionality throughout 
the control and information system architecture.  In this way, the efficiency of plant 
personnel in performing their tasks can be enhanced and the possibility of user error while 
interacting with multiple systems and data sources can be reduced.  The proposed 
architecture concept is based on a layered approach with the capabilities and services of 
the application environment supporting the functionality of applications (e.g., diagnostics 
or controls).  

3.7 Control Design Implementation 

Once the automated control engine has identified a control design that meets all the 
requirements, the control design is implemented in the real-life plant using the validated 
control architectures. 
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3.8 Development of Diagnostics Methods to Update the Plant Model 

Since the goal of this research is to maintain the design within its requirements for the life 
of the plant, it is imperative that the plant model be kept up to date.  Thus, the 
implementation of these techniques requires the development of diagnostics methods that 
can identify component failures or degradations.  Those component degradations should 
then be reflected in the plant model.  The automated control engine is then implemented on-
line with the updated models to guarantee that the original design requirements are still 
satisfied with the new plant configuration. 

4. APPLICATION TO A SIMPLIFIED STEAM GENERATOR MODEL  

As a demonstration of proof of 
principle, we have implemented this 
methodology using a standard off-the-
shelf minimization algorithm.  For this 
example, we have used the simplified 
steam generator model described 
schematically in Figure 2.  This model 
is complex enough to be non-trivial, but 
simple enough to allow for a large 
number of fast calculations to define the 
proper strategies. The equations 
describing the dynamics of the steam 
generator are nonlinear: 
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For this proof-of-principle demonstration, the library of control algorithms includes only 
simple proportional or proportional-integral controllers. The control system can be 
described by the following equations 
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The maximum flow through the valve is limited by the full-open stem position, which 
introduces a hard nonlinearity. As design requirements, we selected the maximum 90% rise 
time for a step response, a maximum overshoot, and a maximum steady-state error.  As 
objective cost function, we minimize the control effort, which is defined as 
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Figure 2.  Schematic diagram of simplified 

steam generator model 
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The control effort variable is proportional to the amount of work that the controller must 
perform.  Typically, by minimizing this variable we obtain a minimum wear and tear of all 
control components and overall smother performance. 

The control engine immediately selected a proportional-integral controller with the 
optimized gain parameters that minimize the control actions while still satisfying the 
requirements.  The control engine determined in all cases that a simple proportional 
control algorithm would not be able to satisfy the steady-state error requirement without an 
integral-control component, as expected.   

Figure 3 shows an example response of the system for three different requirements.  In all 
three cases, we have requested that the engine maintain an overshoot less than 2% for a 
10% step demand in the level setpoint.  The requirements are changed from case to case so 
that the response time is 5, 3, or 2 seconds respectively.  The control engine automatically 
computes the optimal controller gains to satisfy those requirements and minimize the 
control effort.  As it can be seen in Figure 3, the faster the system, the larger the control 
effort required.   

Since the simplified steam generator model that we used is non-linear, it comes as no 
surprise that the optimized gain parameters are function of the operating conditions and 
Plant State. This feature has been used to demonstrate the adaptive nature of our control-
design methodology.  By running the control-engine and the diagnostic system in parallel 
with the real system, we are able to feed it the current operating conditions and the status of 
the failed components.  Thus, the control-engine is able to determine on-line whether the 
original design requirements are met under the current operating conditions and Plant State.  
If the design requirements are not met, alternate control algorithms or parameters that meet 
those requirements are calculated.  The alternate algorithms can be implemented on-line, or 
suggested to an operator, who makes the final decision about implementation. 
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Figure 3.  The control engine automatically determines the optimal control algorithm and 
parameters that satisfy the time response requirements.   
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Figure 4.  Simulation of a degraded condition.  Inlet flow is limited to 150%, 125%, or 115%.  
Control engine diagnoses the condition and adjusts control parameters 
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Figure 4 presents an example of the use of the control engine methodology in an adaptive 
form during the life of the plant.  For this example, we have assumed that some time after 
implementation, the available flow through the input valve is limited.  An example of this 
limitation would be caused by cavitation on the valve, which would impose a new 
requirement to limit the flow.  Another example of limited flow would be the loss of one of 
the upstream feed pumps.  For the example in Fig. 4, we have assumed three cases, the 
original, a case where the maximum inlet flow is limited to 125% of nominal, and a third 
case where the maximum inlet flow is limited to 115%.  For all this cases, we require an 
overshoot lower than 2% and a time response lower than 3 seconds. 

The control engine is assumed to be running in diagnostics mode.  For case 2 (125% 
maximum flow,) the control engine detects that the original time-response requirements are 
not met, and it calculates new optimal parameters that satisfy the requirements.  For case 3 
(115% maximum flow,) the control engine determines that the requirements cannot be 
satisfied because the minimum response time achievable is ~4 seconds.  Even though the 
control system is capable of maintaining the level at 100%, it cannot satisfy the 
requirements under the specified 10% step response transient.  For this case, the operator 
would be notified and there are two options: either (1) the requirements would need to be 
relaxed, or (2) the plant would need to be fixed to allow for higher inlet flow. 

4.1 Nomenclature for Simplified Steam Generator Model 

M  total mass 
L  two-phase level 
A flow area 
ρ density 
W mass flow 
α void fraction 
h specific enthalpy 
K controller gain 

4.2 Subscripts 

l liquid 
v vapor 
max maximum 
set setpoint 
p proportional 
i integral 
0 initial condition 
5. APPLICATION TO A FULL-SCOPE PWR SIMULATOR  

For this demonstration, we have developed Control Engine prototype software using 
standard off-the-shelf minimization algorithms and we have coupled it to several 
simulation programs.  For the application, we have chosen a complex, high-fidelity PWR 
simulator developed in Task 3.1.   This PWR simulator is a large Fortran code, which we 
have coupled to the control engine without modification; thus demonstrating that this 
technique can be applied to essentially any engineering simulator.  For this example, the 
performance requirements are defined as avoiding scram for: (1) a 10% power reduction, 
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and (2) a 40 degrees F reduction in feed-water temperature; these are arbitrary 
requirements and other may have been chosen.   

The results of the Control Engine optimization for the two above transients are shown in 
Figure 5 and Figure 6; which show the steam generator level during the simulated transient 
with the original control parameter settings and with the optimized parameters.  The 
thermal power (i.e., steam flow to the turbine) is controlled very accurately during the 
transient, and we did not observe any unusual neutron-flux power oscillations in the reactor 
core.  These results are obtained by iterating using the simulator with different control 
parameters and choosing those parameters that minimize the overall error for both 
transients.  Note that by using this minimization technique, we do not require to linearize or 
Laplace-transform the reactor model.  This provides us with two relevant features: (1) we 
can use existing complex models “as is”, and (2) non-linear or non-minimum phase 
phenomena, such as the well-known shrink and swell effect, are inherently taken into 
account
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Figure 5.  The Control Engine automatically calculates the level control strategy that satisfy 
all of the performance requirements 
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Using a procedure similar to the one outlined above, we can automatically develop an 
optimized controller for our U-tube steam generator. Figure 7 shows one such controller.  
This is a typical three-element controller, where the steam generator level is controlled by 
setting up a feedback loop on the measured water level plus the mismatch between the 
steam flow and feedwater flows.  By adding this flow mismatch in the three-element logic, 
these types of controllers can handle the well-known shrink and swell phenomenon, where 
the two-phase water level temporarily drops when additional cold feedwater is injected 
because it collapses steam voids. 

Steam generator dynamics are non-linear and change significantly with operating power 
level as the void fraction changes.  To compensate for those changes, the controller shown 
in Figure 7 was designed with power-dependent gains.  In this way, the controller can be 
designed to be significantly more “aggressive” and have better performance at full power 
without losing stability at low power levels.  As seen in Figure 7, our controller design 
provides a tradeoff between proportional, integral, and three-element gains as power 
changes.  This results in greatly improved performance, especially at high powers where 
the steam generator operates most of the time. 

What makes this controller unique, however, is not its performance characteristics, but the 
fact that it was designed completely automatically using the design engine of Task 1.4.  In 
essence, we have captured the design requirements for this steam generator in the control 
engine and a new optimized controller can be calculated at any time in the life of the 
facility if conditions or equipment changes (e.g., component failures or replacements) 
occur.
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Figure 6.  The Control Engine calculates the optimal control strategy for multiple postulated 
transients and performance requirements 
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Figure 7.  Power-Dependent Optimal Controller 



 

Figure 8and Figure 9show examples of this feature.  In the example of Figure 8, a 
feedwater pump is assumed failed, so that the maximum feedwater flow available to the 
controller is limited.  The Control Engine automatically recognizes that, because of the 
maximum flow limitation, the original controller will produce a significant overshoot.  The 
Control engine automatically suggests a new set of control parameters that are less 
aggressive and minimize the overshoot caused by the new plant condition.  In the example 
of Figure 9, the diagnostics system has detected an incipient failure of a steam flow sensor.  
Then Control engine, then, evaluates the impact of this failure (by assuming completely 
failed) and concludes that if the sensor fails, the controller will become unstable.  It then, 
automatically, re-computes optimizes control parameters that do not use the steam flow 
sensor, and it suggests a re-optimized controller that will not be sensitive to the sensor 
failure should it occur.  Note that this new controller is not as good as the original 
controller, but it is more fault-tolerant given the information we now know about the 
probability of failure of the sensor. 
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Figure 8. Example of Control Engine decision following a failed feedwater pump.  
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Figure 9. Example of Control Engine decision after diagnosis of an incipient failure of 
the steam flow sensor.  Control parameters are re-optimized to prevent instability 
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6. LITERATURE REVIEW FOR REQUIREMENTS-DRIVEN CONTROL DESIGN 

6.1 Introduction 

Highly effective control systems can be realized by translating plant design requirements and 
specifications into specific control functions, behavior, and architecture.  The proposition is to 
uniquely map design requirements to elements of the control system.  Ultimately, every requirement 
can be precisely met by a thorough mapping.  This control system design process can be 
automated, which leads to benefits of increased productivity and completeness. 

The design process can be accelerated and the final product improved by automating the capture 
processes and allowing human designers to make high-level decisions.  Specifying control system 
behavior and its architecture then becomes a direct embodiment of the requirements specification.  
Such automation is possible given the developments in computer science and control engineering 
over the last decade. 

The theme of automating the process and its attendant benefits can extend from capturing the design 
requirements through designing the control system and into the resulting functionality of the control 
system itself.  The increased thoroughness in specifying control system functions that results from a 
complete capture of the design requirements permits the development of highly automated control 
systems.  The control system that emerges from this design process can have automated features 
that give it a span of control over a wide range of plant modes and off-normal conditions.  These 
automatic control features will be consistent with the initial requirements. 

The operational time horizon of a given plant may be 40 to 60 years because of the high initial cost 
of a nuclear power plant as well as siting difficulties.  In that period, many repairs, replacements, 
upgrades, and modifications will be made to plant components.  Some alterations require technical 
knowledge related to the intent in the original specification. 

Accurately mapping directly from design requirements and system specification to a tractable 
document for control design also becomes an invaluable reference, preserving details for future 
plant replacements, upgrades and modifications.  The concept is to not only store original 
specifications and design information but also continuously update diagnostic and modification-
related information so that the historical database is maintained.  

The resulting control system and plant system combination must be shown stable and able to 
perform under a variety of extreme transients and component failures.  Proving that the final system 
will respond appropriately and consistently under all conceivable conditions is required whether 
the control design was accomplished by pencil-and-paper or highly automated computer effort.  
The capture process, therefore, should also include testing and validation requirements besides the 
customary system performance requirements. 

For Generation IV nuclear power plants, there exists an opportunity to increase the capabilities of 
plant control systems and simultaneously reduce plant staffing needs and the risk of inappropriate 
human operator actions.  Control designers have the opportunity to consider multiple operations 
scenarios, develop optimum strategies for problem resolution, and include those strategies as part 
of the control system automation.   
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By its actions or inaction, the plant control system can cause or avert challenging conditions, 
which may require intervention by the reactor safety system or other plant safety features.  There 
exists a need in the control system for fault tolerance at several levels: (1) redundancy in hardware 
to directly compensate for physical component failure and (2) diagnostic and compensatory actions 
through algorithmic methods to detect and overcome faults that are more insidious.  The latter need 
is the motivation for ensuring that the design requirements are completely mapped to the 
functionality of the control system. 

Most control systems are designed as a rigid structure that is not able to choose control or 
diagnostic algorithms to suit changing tasks and conditions.  Further, a lack of formalism does not 
allow designers and reviewers to verify how well the control commands and architecture link to 
the requirements.  Usually, systems that generate diagnostic information target human operators and 
are not connected to automatic control systems.  The integration of diagnostic and prognostic 
capability with hybrid control represents a major improvement in automatic control systems.  The 
thoroughness of this effort is related to how well the designers can map the requirements to final 
design.  The remainder of this report discusses the issues of integrating these concepts. 

6.2 The scope of automatic, system-wide control 

A power plant is a hierarchy of systems and states.  At a high enough level for the overall plant, its 
fundamental states become (1) start up, (2) shutdown, (3) normal power operation, and (4) 
operation in degraded state.  At lower levels in the system hierarchy, individual plant subsystems 
have similar states with a few additions: (1) start up, (2) shutdown, (3) standby, (4) normal 
operation, (5) refurbish/regenerate, and (6) degraded state.  In the current generation of nuclear 
power plants, human operators maneuver the plant and its subsystems between these states.  For 
Generation IV plants, the mission is to increase the degree of automatic response.  To do so, 
requires the implementation of hybrid control schemes that permit simultaneous control and 
coordination of continuous-time and discrete-event plant subsystems.  A brief description of these 
control schemes follows. 

6.2.1 Continuous-Time Control 

Continuous systems, which are characterized by differential or partial differential equations, are 
controlled in a proportioning manner to achieve a set-point value through feedback from 
proportionally measuring sensors.  This well-known concept has been discussed with examples in 
the previous report [ORNL/TM-2000/265].  Continuous feedback control is a simple automation 
since the output value is automatically maintained to a set point without constant human 
intervention.  The greatest body of literature of theory and tools has been developed for control of 
continuous systems.  As an example, maintaining neutron flux to a specific value, hence reactor 
power, is a continuous control task.   

6.2.2 Discrete-Event (logic) Control 

Discrete event systems, which are characterized by a finite collection of specific, distinct states 
and the transitions between them, are controlled by applying logic through combinational and 
sequential rules.  These are not proportional systems.  Often, the control of these systems is left to 
schemes based on heuristic rules inferred from practical plant operation.  Industrial plants 
regularly use programmable logic controllers (PLC) to achieve event control.  These commercially 
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available controllers, which are programmed in latter logic, offer limited intelligence and do not 
integrate well with complex continuous control algorithms.  Start-up sequencing of simple 
equipment that invokes discrete (binary) steps is well accomplished by PLCs; however, complex 
machinery, which may have the possibility of multiple start-up paths depending on internal and 
external conditions, go beyond the fixed programming of PLCs.  

6.2.3 Hybrid control 

Continuous control systems experience difficulty achieving their objectives in the face of changing 
dynamics, such as radical swings in subsystem parameters, component failures, or changes in 
equipment interconnectivity.  In addition, some components are by nature finite state and therefore 
not controllable by traditional continuous-time methods.  Hybrid control is the combination of 
continuous and discrete control to achieve automatic control over a wide range of system 
conditions, configurations, and desired outputs.  At its simplest level, a hybrid controller can be 
envisioned as a switching mechanism between a collection of continuous controllers.  This issue 
was discussed in the previous project report and examples were given.  In more complex 
implementations, the hybrid controller would include capability to select modes and states of 
multiple subsystems to effect a coordinated movement to target goals even with malfunctioning 
equipment.  Diagnostics plays an integral role in the advanced hybrid controller to accomplish that 
capability. 

Combining continuous and discrete control techniques leads to a hierarchical structure with 
continuous controllers carrying out the tasks of regulation and tracking at lower levels while 
discrete controllers supervise their operation and make more abstract, strategic decisions.  For the 
most part, the continuous parts and discrete-event parts are designed independently and then 
combined.  Figure 10 below illustrates the hierarchical relationship between continuous and 
discrete control.  Discrete-event activities dominate at the coordination and decision-making 
levels. 

For small-scale systems, the design task of the logic (discrete) component can become complex.  
The extension to large-scale systems is difficult to scale.  The body of literature is growing on 
design of hybrid control systems, most of which to date is applied to intelligent vehicle systems. 

Many subsystems contain multiple control types so that discrete and continuous controls must work 
together at the equipment level.  To control a flow loop for example may require continuous 
control of pump speed but also requires discrete control over electrical power to motors, oil lift 
pumps, and valve positioners.  Figure 11 illustrates the combination of discrete and continuous 
control at the component level.  (See ORNL/TM-9500 for more in depth descriptions of the 
automation of discrete and continuous control.).
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Figure 10.  Hybrid control consists of a mixture of continuous and discrete (logic) control 
functions that coordinates operation of an entire system over a wide range of conditions and 

states. 
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Figure 11.  A typical subsystem component may contain both continuously variable and 
discretely addressable elements.  An example might be a feedwater subsystem for which 
there can be continuous (feedback) control to valve position and pump speed to maintain 
pressure and flow and binary control over lubricating pumps, cooling, and circuit breaker 

state 
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6.2.4 Plant System Classification Method  

A nuclear power plant is representative of a large-scale system, in which a number of smaller 
systems serving specific functions are interconnected and governed by interrelated goals and 
constraints.  These systems are classified according to their functional relationship to the overall 
plant mission and according to the type of control required to govern them.  Prime, support, and 
utility systems comprise the plant.  These systems work together to make a self-sustaining system 
for electrical power production.  A description follows. 

Prime plant systems are those that contribute directly to the plant’s ultimate output—megawatts.  
Prime systems, which are cascaded, constitute a flow path for the process.  Energy is transferred 
through various material flows from the reactor core to the electrical energy on the transmission 
grid.  Although the energy flow is unidirectional, material flows are looped (e.g., steam to 
feedwater).  Individual prime systems are influenced by both the upstream and the downstream 
conditions of their neighbors.  As an example, typical nuclear power plant systems are shown in 
the table below with examples of prime, support, and utility control subsystems.  Some of the 
control is continuous and some discrete.  Systems chosen are reactor, primary heat removal, steam 
generator, main steam transport, feedwater condenser, feedwater heaters and deaerator, turbine, 
and heat rejection. 

Table 1. Major plant system classification by relation to plant output 

Major Plant System Prime Control System Support Control System Utility Control System 
Reactor Flux, temperature, rod 

position 
Fuel leak detection, control 
rod drive motor cooling, 
cover gas pressure 

Primary heat removal Flow, pony motor Motor lubrication, oil lift, 
purification 

Steam generator and 
steam transport 

Level, blow down, 
turbine bypass, 
moisture separators & 
reheat 

Steam isolation 

Feedwater condenser Pressure, temperature Demineralizer, pump 
lubrication, vacuum , gland 
seal, chemical make-up 

Feedwater heaters and 
deaerator 

Auxiliary feedwater, 
condensate pump 

Motor lubrication, gland 
seal 

Turbine Steam flow, main 
breaker 

Turning motor, hydrogen 
purity, seal, stator cooling, 
lubrication, block valves 

Heat rejection Tower flow, fans Water treatment, Motor-
pump lubrication and 
seals, inventory 

(Not necessarily 
associated uniquely 
with particular plant 
systems) 
Plant electrical 
Fire protection 
Service water 
Gas supply 
Compressed air 
Cooling water 
Hydraulics 
HVAC 
Radioactive waste 
Auxiliary steam 
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Support systems supply necessary functions and services to the prime plant systems.  Support 
systems control electrical power, cooling, lubrication, and other materials.  Such services may be 
in support of equipment (e.g., motors, pumps, and valves), facilities (e.g., containment, tanks, and 
piping), and process materials (e.g., water, compressed air, and lubricating oil).  Support systems, 
which are not usually interconnected in cascade form, operate independently with minimal 
influence on each other. 

Utilities, which are a special case of support systems, supply bulk common materials and power to 
the prime and support systems.  Example utilities are plant electrical distribution, fire protection, 
service water, gas supply, environmental conditioning, hydraulic supply, and auxiliary steam.  In 
many cases, the support systems direct the flow of utility system products in support of the prime 
systems. 

The major interfaces of an automated control system are shown in 

Prime Plant Systems Support Systems Utility Systems
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Continuous and Discrete
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System-Wide Decision Making

 

Figure 12.  Notice that the control system’s interaction continues to include human operators and 
maintenance personnel.   The figure also indicates the type of information that is passed between 
the subsystems. 

As discussed previously, the automated control system consists of hybrid control with diagnostic 
capabilities whose functionality is derived directly from the design requirements.  The general 
structure, which consists of local continuous and discrete control and higher-level decision-making 
and coordination, is shown in Figure 13.  The requirements data must be captured and cataloged to 
permit the design task to carry on module by module. 
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Figure 12.  Hierarchical hybrid control applied to nuclear power plant systems 
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Figure 13.  The automated plant control system has boundaries with all major plant 
subsystems including human operators and maintainers 
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6.2.5 Control Methods that Apply to Automated Hybrid Control 

A discussion of several classifications of continuous and discrete control is given in Table 2 
below.  These are for representative purposes and are not meant to be exhaustive since new 
methods are regularly reported in the literature.  Further, various combinations of algorithmic 
methods are possible and may result in performance improvement.  An automated design process 
would require an extensive library of algorithmic methods.  The library would need to have 
annotated and cross-indexed information regarding each method’s suitability to control specific 
types of subsystems and equipment.  Since new methods and combinations are a source of constant 
research, the library would need to be easily updated. 

Table 2  Listing of representative control methods for both continuous and discrete 
processes. 

Continuous-Time Control Methods Discrete-Event Control Methods 
Proportional-Integral-Derivative (PID) Control — 
compares the output of a process with a set point 
and generates an error signal to control the 
process.  May be used in combination with 
feedback and feed-forward.  Part of the error signal 
may be augmented by derivative or integral action to 
improve performance. 
Model-Based Control — contains dynamic models 
representing the system being controlled.  Models 
are based on differential equations derived either 
from first principles or by system identification. 
Adaptive Control — adjusts to changing 
characteristics of the controlled plant to maintain 
satisfactory stability and performance.  
Intelligent Control — based on biological and 
cognitive models.  Examples are expert systems, 
fuzzy systems, and neural networks.  
Nonlinear Control— contains nonlinear factors to 
compensate for plants whose dynamics contain 
significant nonlinear response, e.g., nonlinear-
inverse-dynamic controllers.  
Optimal Control— minimizes or maximizes 
objective performance criteria.  An example is the 
linear quadratic Gaussian (LQG) controller.  Most 
applications of optimal control are based on linear 
state-space equations. 
Robust Control— provides satisfactory stability 
and performance for plants whose dynamic 
characteristics are uncertain or for which significant 
noise is in the measurement. Examples are LQG 
with Loop Transfer Recovery and H∞. 

If-Then-Else Rules — conditional decision making 
in which the outcome decision is based on the 
logical condition of input variables. 
State-Based Control — a more complex 
application of if-then-else rules in which the states 
of the system being controlled are the basis for the 
structure of the rules. The transition between states 
is initiated by multiple conditions, which in turn 
initiate specific actions that drive the system to the 
desired state.  This method may take advantage of 
graphically oriented display.  It is also suited to 
mathematical formalization.  
Data-Based Control — emphasizes internal and 
external activities.  The flow of data and 
communications is well modeled with this method.  
Timing and sequence is not handled as well with this 
method. 
Intelligent Agent-Based Control — is a growing 
area of research.  Several potential advantages are 
evident including the “mobility” property.  Agents 
can move about in a system to apply their specialty 
as needed. 
Formal Methods — applies to a broad range of 
techniques that employ mathematically precise 
operators to represent states, modes, and actions. 
Object-Oriented Control — takes advantage of 
information hiding and inheritance properties.   
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6.3 Need for automated requirements capture  

For efficient and effective operation, the control system must be an outgrowth of the design 
requirements to the degree that designers can trace all elements of the final control design back to 
the initial design requirements.  Automating the design-requirement capture process eliminates 
human errors of omission and commission and frees the designers to consider additional 
functionality and back-up strategies.  The control system should be no less than what is needed to 
make the requirements operational but no more as well, i.e., extraneous functionality represents 
extra cost and opportunities for unintended action. 

The degree of complexity and cost of failure associated with plant control system justifies the need 
for automated Requirements capture, which is one of the earliest tasks in control system design 
process.  It is also open-ended in the sense that requirements evolve both during the design phase 
and throughout the life of the plant.  The extent of automation that is intended in the control system 
determines the level of detail in the requirements captured.   The critical steps to creating a 
workable process are shown in Table 3. 

Table 3  The critical steps to creating a requirements-driven control design. 
Step Description 

Decompose the plant and its components into 
individual modules 

Define plant as a collection of modules to manage 
complexity in the subsequent design steps.  Models 
can be developed for each of the modules. 

Integrate informal requirements and specifications 
with formal specification methods  

This step produces a logical (mathematical) 
representation that can be algorithmically 
manipulated to generate state representations and 
executable code. 

Design control system modules  Once a logical representation has been created, 
elements of the control system can be designed 
directly from formal specification. 

Integrate discrete and continuous controls with 
diagnostics to form a complete hybrid control 
system. 

Hybrid control combines logical and continuous 
control types together to create a system capable of 
operability over a wide range of conditions that 
might be imposed from both external and internal 
influences. 

Integrate human operations and maintenance The goal of automation in the context of nuclear 
power systems includes effective use of a minimal 
complement of human operators and maintenance 
personnel. 

Perform exhaustive simulation to validate the control 
system 

Simulation must be exhaustive to cover the variety of 
transients and component failure scenarios.  Models 
must also be validated.  

Implement control system in real-time 
hardware/software environment 

Because of the real-time nature of control, the 
hardware implementation is tightly connected with 
the software thus, the total system must be 
implemented together. 
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6.3.1 Capture and Design Process 

The flow of the entire requirements capture and design process is shown in Figure 14.  The first 
activity shown is the conversion of design requirement and specifications to a logical and 
mathematical form.  Efforts by an international team are discussed below. 

The outputs of the conversion activity provide both historical information and immediate input to 
the design activity shown next in the flow.  The design activity maps the formal requirements with 
the control algorithm library, sensor and actuator databases, plant subsystem models, and the 
characteristic of their operating environment.  A preliminary control system is developed for the 
major prime, support, and utility subsystems.  The control incorporates continuous and discrete 
controls as well as coordination and high-level decision-making.  It is at this step that diagnostics 
and prognostic systems are also developed to be a part of the complete automated control system.  
It is unclear how much of the design process (as distinct from the capture process) can be 
automated. 

Following the design activity, validation is performed.  This activity consists of simulating 
numerous transient and failed equipment scenarios.  Required for this work are performance 
criteria, transient data, and models for performing simulation runs.  This activity iterates with the 
design activity as simulation uncovers incremental improvements. 

The remaining activities shown in Figure 5 place the control system in the context of the plant 
addressing communication issues, power supply, redundancy, and installation. 
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Figure 14.  Capturing design requirements and converting them into a final working control 
system is a part of a larger multi-step process for producing a comprehensive automatic 

control system. 
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6.3.2 Potential mechanisms for capturing requirements  

There is a relationship between how you capture and represent the design requirements and the 
control system architecture and functionality that emerges.  It is clear that several academic 
disciplines must come together to effect an automated design requirements capture effort.  Table 4 
illustrates six major disciplines that contribute methods and perspective to the capture and design 
problem.  Some of the important topics are discussed below. 

Table 4.Several distinct disciplines contribute to automated control requirements capture and 
subsequent conversion to control system. 

Discipline Topical Areas of Significance  
Computer science 
 

Formal logic methods 
Object oriented programming 
Intelligent agents 

Diagnostics/Prognostics Statistical analysis 
Failure modes analysis 
Predictive modeling 
Sensor and command signal analysis 

System modeling 
 

Plant simulation  
Continuous systems modeling 
Discrete systems modeling 

Data storage Data mining 
Integrated access and access control 
Data archival and retrieval 

Control engineering 
 

Continuous systems control 
Discrete systems control 
Hybrid systems control 

Human-machine engineering 
 

Interface interaction 
Cognitive studies 

6.3.2.1 Intelligent Agents 

The literature indicates that intelligent agents have been growing in their use in computer science 
over the last decade.  Great possibilities exist for using agent capabilities to capture the control 
system design requirements and create a structure for indicating their relationship.  Multiple agents 
can be assigned to look for and capture according to specific requirement categories.  Other agents 
can scan for inconsistencies and errors as the process evolves.  Still other agents can compile 
resource requirements for the subsequent design steps. 

All software agents are programs, but not all programs are agents.  The salient differences 
between traditional computer programs and intelligent agents are compared in the table below.  
There are activities for which intelligent agents offer potential advantages, e.g., activities that 
require teaming and may cross several computer platforms.  Agents are adaptive and autonomous, 
which may be advantageous for some applications; however, more traditional (static) 
programming may be appropriate for some precision calculational tasks. 
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Table 5.  Comparison of traditional computer programming with intelligent agents. 

Traditional Computer Program Intelligent Agent 
Static Dynamic 

Direct manipulation: user initiates every action. Indirect manipulation -- autonomous.  Actions may 
be initiated by either the user or the agent system. 

Non-interactive.  Dialogs are fully scripted. Interacts with user and with other agents. 

Never changes, unless changed by a human or an 
error in the program. 

Adapts, learns. 

Runs one time, and then stops to be run again when 
called. 

Persistent.  Continues to run over time. 

Predictable--does what you tell it to, even if you 
didn't mean what you said. 

Interprets what you mean, not what you say.  In the 
best of circumstances, actions are based on rules, 
but they may change over time, or in reaction to 
different circumstances. 

Follows instructions. May initiate actions as well as respond to 
instructions. 

Stays in one place. May be mobile, traveling to other servers. 
 

6.3.2.2 Formal specification methods 

An international collaborative effort was mounted in 1996 to apply formal specification methods 
to generating a steam boiler control system from a specification document.  The effort by Abrial et 
al. produced 33 solution methods from numerous students based on numerous formal languages and 
constructs [Abrial, J.R., Borger, E., and Langmaack, H. (Eds.) “Formal Methods for Industrial 
Applications: Specifying and Programming the Steam Boiler Control,” Springer-Verlag 1996.].  
The conclusion is that there are several viable ways to approach the capture and design problem.   
It is beyond the scope of this report to catalog and critique each of the methods.  Also since the 
publication of the results others have continued the spirit of the development with continued 
improvement.  For example, Petre et al. have examined combining formal and informal design 
methods to permit better integration with software practice [Petre, L., Qvist, M., and Sere, K., 
“Distributed Object-Based Control Systems,” TUCS Report N. 241, Turku Centre for Computer 
Science, February 1999].  

6.3.3 Categories of information that constitute control system requirements 

Specific categories of information are necessary to complete the set of design requirements.  The 
requirements capture process is based on gathering sufficient information for the design process to 
produce a control system robust under many operating conditions.  It is reasonable to expect the 
capture process to ask for information in specific categories.  An example list of categories 
distilled from the literature is given in Table 6. 

It is clear that various checks and verifications are needed for the resulting system designs.  Many 
of these take the form of simulation testing against normal and off normal operating conditions.  
Simulations should be performed using an exhaustive catalog of simulation scenarios and 
performance criteria.  A discussion of the verification, validation, and simulation testing needs are 
beyond the scope of this report. 
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Table 6.Categories of information for the design requirement capture process. 

Requirement Category Description 
Plant modes and configuration Highest level requirements for the operation of the overall plant 

Definitions of system functions 
and roles 

Purpose, functional descriptions, behavioral characteristics, and 
interactions of component subsystems 

Operational objectives of 
subsystems and equipment 

Tolerances, performance objectives 

Operating limits Maximum and minimum limits both dynamic and static that lead to 
damage and abnormal operation.  Includes periods that they can be 
sustained. 

Indicators of off-normal 
conditions 

Parameters and combinations of parameters to watch for that 
indicate abnormal operation. 

Minimum essential control 
parameters 

Minimum sensor and actuator sets that allow controlled operation 

Description of physical 
environment surrounding control 
system components (including 
stress factors) 

Environmental extremes that physical equipment must withstand and 
for what duration 

Consequences of control failure Analysis of the modes and behaviors that result from damaged and 
failed control system components 

Significant equipment 
combinations  

Description of preferred and detrimental relationships and 
connections between equipment  

Preferred Control algorithms Description of successful control algorithms and the conditions and 
parameters associated with good performance 

Models of components, sub-
systems sensors, and actuators 

Models for design of control algorithms and models for use in 
simulations for control performance validation 
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