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1 FERRITIC/MARTENSITIC STEEL DEVELOPMENT

1.1 DEVELOPMENT OF CASTABLE NANOSTRUCTURED ALLOYS AS ADVANCED RAFM STEELS—L. Tan, and Y. Katoh (Oak Ridge National Laboratory), L.L. Snead (Stony Brook University)

Six CNAs were developed as a new generation of RAFM steels, guided by computational thermodynamics to have increased MX Nano precipitates about two to three times that of the current RAFM steels, together with reduced amount of $M_{23}C_6$ precipitates. The CNAs following normalization at 1150°C for 1 h and tempering at 750°C for 1 h with air cooling were characterized by tensile and Charpy impact tests, and by microstructural examination. The six CNAs exhibited comparable yield and tensile strengths, which is significantly greater than P91 and Eurofer97 at temperatures up to 800°C and slightly higher than or comparable to ODS-Eurofer (0.3% $Y_2O_3$) at temperatures above ~500°C but inferior uniform and total elongation. The CNAs had upper-shelf energies up to ~2.5 times of Grade 91 and the current RAFM, with ductile-brittle transition temperatures comparable to the reference steels. Microstructural characterization indicated a significantly increased amount of MX Nano precipitates, a high density of free dislocations and refined lath structures, leading to the sink strength of CNAs close to that of ODS-Eurofer.

1.2 MECHANICAL PROPERTY EVOLUTION OF RAFM STEELS NEUTRON-IRRADIATED UP TO 80 DPA—Kun Wang, Kevin G. Field, Lizhen Tan, Xiang Chen, Josina W. Geringer, Yutai Katoh (Oak Ridge National Laboratory), Hideo Sakasegawa, Hiroyasu Tanigawa, Takanori Hirose (National Institutes for Quantum and Radiological Science and Technology)

For this reporting period the emphasis is placed on the PIE of neutron-irradiated Eurofer 97 and Oak Ridge National Laboratory (ORNL) 9Cr2WTa RAFM steels, including hardness measurement, tensile tests and fractography observation. In particular, the results of tensile tests are compared with Ni-doped ORNL 9Cr2WTa RAFM steels, to investigate the helium effects on the mechanical properties.

1.3 PRELIMINARY ANALYSIS OF AN UPDATED IRRADIATION HARDENING 9Cr TEMPERED MARTENSITIC STEEL DATABASE—T. Yamamoto, Y. Wu, G. R. Odette (University of California, Santa Barbara)

We report on an updated and expanded database on 9Cr tempered martensitic steels. The database currently contains 2233 tensile, 1762 Charpy V-notch impact test, 478 fracture toughness, 264 hardness data and 644 microstructural characterization data points collected from the literature, including results from neutron (NI), spallation proton (SPI) and He ion (HI) and other charged particle irradiations. In this report, the expanded database is used to fit phenomenological-empirical models of yield stress changes ($\Delta \sigma_y$) as a function of the NI and SPI dose (displacement-per-atom, dpa), irradiation temperature ($T_i$) and test temperature ($T_t$), with emphasis on saturation of hardening, higher $T_i$ behavior and the effect of higher He associated with SPI effects.
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1.4 MICROSTRUCTURE BASED PREDICTIONS OF HARDENING IN Fe – 3- to 18%Cr BINARY MODEL ALLOYS IRRADIATED IN THE ATR REACTOR—T. Yamamoto, P. Wells, G. R. Odette (University of California, Santa Barbara), D. Bhattacharyya (Australian Nuclear Science and Technology Organization) 17

We use a database of Fe-3 to 18%Cr model alloys to derive a dispersed barrier model for irradiation hardening by $\alpha'$ precipitates ($\alpha'$), solute clusters (sc), and dislocation loops (l). The key model parameters are the individual obstacle strength parameters, $\alpha_j$ ($j = \alpha'$, sc, l) of these dispersed barrier obstacles to dislocation glide. A preliminary analysis of subsets of the database showed that the loops and solute clusters are moderately strong obstacles, while the $\alpha'$ is a weak dislocation barrier. Thus the loop and solute cluster hardening was treated with a root sum square superposition rule, while the hardening contribution of $\alpha'$ was simply added following a linear sum superposition rule. A least square fits to the overall database yielded $\alpha_{\alpha'} = 0.031$, $\alpha_l = 0.2$ and $\alpha_{sc} = 0.17$, with a predicted to measured standard deviation of 39 MPa. These results are compared to those derived by Bergner [1], and various sources of uncertainties are briefly discussed.

1.5 WELD PROPERTY EVALUATION OF MODIFIED 3Cr-3WVTa BAINITIC STEEL—Y. Yamamoto (Oak Ridge National Laboratory) 25

Property evaluation of newly proposed 3Cr-3WVTa base steel with high Mn +Si and low C (ID: MSLC2) with a design strategy for PWHT-free use has been initiated. A gas tungsten arc weld (GTAW) was joined normalized-and-tempered plates of the new steel with compositionally matched weld filler metal. Cross-weld creep-rupture test results indicated that the creep-rupture occurred in the heat affected zone (HAZ) in both as-welded and PWHT specimens and the PWHT resulted in two-orders of magnitude shorter creep-rupture life than the as-welded specimen. This was due to over-tempering of the base metal in the HAZ which led to the loss of creep resistance, suggesting that the microstructural stability during welding is the key to improving the cross-weld creep properties. Another set of welded specimens made using “as-normalized” base metal prior to the weldment was prepared to give better expected microstructural stability in the HAZ and improved cross-weld properties compared to the initial result. In Charpy impact testing, the new steel exhibited temper-embrittlement after standard tempering (700°C/1h). However, over-tempering (760°C/1h) resulted in a ductile brittle transition temperature similar to the as-normalized specimens.

1.6 FATIGUE PRECRACKING M4CVN TYPE STEEL SPECIMENS FOR THE EUROFusion PROJECT—X. Chen, R.L. Swain, E.T. Manneschmidt, K.D. Linton, Y. Katoh (Oak Ridge National Laboratory) 30

We performed fatigue pre-cracking of M4CVN specimens for the EUROFusion project. The test materials include different variants of reduced activation ferritic and martensitic (RAFM) steels from both Europe and US for the EUROFusion project. This report summarizes fatigue pre-cracking results of the Eurofer 97 baseline material newly received from the sponsor.
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2 ODS AND NANOCOMPOSITED ALLOY DEVELOPMENT

2.1 BASELINE APT STUDIES OF UNIRRADIATED 14YWT ARCHIVE FOR THE IN-SITU HELIUM INJECTION EXPERIMENT—Karen Kruska, Danny Edwards, Richard J. Kurtz (Pacific Northwest National Laboratory) 34

Atom probe tomography (APT) analysis was conducted on the unirradiated 14YWT archive material, parts of which were used for the in-situ injection helium studies (ISHI) conducted in HFIR. The analysis from three needles revealed an average Y-Ti-O cluster density of ranging from 4.4 to 8.4 x 10^{23} m^{-3} with an average size of 4.4 nm. This analysis agrees with measurements for this alloy in the unirradiated state conducted by the other researchers. Comparing the current results to those obtained from samples of 14YWT neutron irradiated to 21 dpa at 500ºC revealed no measurable changes in the size distribution or the number density of the particles.

2.2 VISCOPLASTIC SELF-CONSISTENT MODELING OF DEFORMATION PROCESSING A 14YWT NANOSTRUCTURED FERRITIC ALLOY—S. Pal, M. E. Alam, G. R. Odette (University of California Santa Barbara) 39

Orientation analysis of the texture data measured using electron backscatter diffraction (EBSD) on the hot extruded 14YWT-NFA-1 billet shows a moderate α-fiber texture with a high volume fraction of \{111\}<110> and \{112\}<110> components. Annealing and subsequent high-temperature cross-rolling of a hot extruded billet strengthens the α-fiber texture, and the highest texture intensity is shifted towards \{001\}<110> component. Cross-Rolling aligns a high volume fraction of \{001\} planes normal to the plate through-thickness direction. In contrast, subsequent hot hydrostatic extrusion of thin wall tubing weakens the α-fiber texture, and shows high texture intensities around the \{111\}<110> and \{112\}<110> α-fiber components, versus the dominant \{001\}<110> brittle component in the cross-rolled plate. Moreover, hot hydrostatic extrusion completely heals micro cracks. Texture evolution of α-Fe during various deformation processing steps was modeled using the VPSC code, developed by Lebarson and Tome et al. [1]. The simulated texture matches the experimental observations. The applied stress state, total strain, slip mode of bcc Fe, and interaction between the polycrystalline grains mediate the overall texture development in NFA-1. Further, \tau_{32} and \tau_{23} stress components play a key role in texture development.

3 CERAMIC COMPOSITE STRUCTURAL MATERIAL DEVELOPMENT

3.1 MECHANICAL PROPERTY DEGRADATION OF HIGH CRYSTALLINE SiC FIBER-REINFORCED SiC MATRIX COMPOSITE NEUTRON IRRADIATED TO ~100 DISPLACEMENTS PER ATOM -IRRADIATED 3C-SiC—Takaaki Koyanagi, Yutai Katoh (Oak Ridge National Laboratory), Takashi Nozawa (National Institutes for Quantum and Radiological Science and Technology), Lance Snead (Stony Brook University) 53
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#### 3.2 DIMENSIONAL STABILITY AND ANISOTROPY OF SiC AND SiC-BASED COMPOSITES IN TRANSITION SWELLING REGIME—Yutai Katoh, Takaaki Koyanagi, Joel McDuffee (Oak Ridge National Laboratory), Lance Snead (Massachusetts Institute of Technology), Ken Yueh (Electric Power Research Institute)


#### 3.3 WIGNER ENERGY IN SILICON CARBIDE—Lance Snead (Stony Brook University) Takaaki Koyanagi, Yutai Katoh and Kurt Terrani (Oak Ridge National Laboratory)

High Flux Isotope Reactor (HFIR) irradiated silicon carbide samples, receiving dose from millidpa to tens of dpa near 60-90°C, underwent both microstructural and stored energy release measurements. Above 1 dpa, as expected, amorphization occurs. For doses lower than the amorphization threshold the lattice distortion occurs approximately linear with dose up to a remarkable ~ 8% swelling. Over the same dose the stored energy release upon annealing reaches approximately 2500 J/g at the amorphization threshold. Annealing of the as-amorphized structure yields approximately 1925 J/g. These values are generally comparable with those of graphite and of more engineering consequence as SiC retain a higher level of stored energy at engineering-relevant fusion temperatures.

#### 3.4 MICROSTRUCTURAL EVOLUTION OF 3C-SiC EXPOSED TO SIMULTANEOUS NEUTRON IRRADIATION AND HELIUM IMPLANTATION—X. Hu, T. Koyanagi, Y. Katoh (Oak Ridge National Laboratory), J. Zhao (Lanzhou University), T. Yamamoto (University of California, Santa Barbara)

In this study, we exposed 3C-SiC covered with a 2µm Ni foil to neutron irradiation at 500°C to 30 dpa in the high flux isotope reactor to simulate the simultaneous introduction of helium and irradiation defects into SiC. The combination of transmission electron microscopy (TEM) observations and thermal desorption measurements helps to determine the impact of helium on the microstructural evolution in 3C-SiC through capturing the microstructures of neutron-irradiated 3C-SiC with and without in-situ He implantation before and after thermal desorption measurements. The results indicated that helium desorption spectra from neutron-irradiated and ion-irradiated 3C-SiC are completely different in terms of the desorption peaks’ position and intensity. The identification of possible helium trapping sites was attempted. However, the insufficient theoretical studies of helium-defect interactions in SiC limited more detailed analysis. The TEM observation on these samples showed that the presence of helium stabilized the defect clusters and promoted the formation of visible helium bubbles in as-irradiated conditions. Following the subsequent heat treatment during the thermal desorption measurements, large faceted helium bubbles were found along grain boundaries and stacking faults, while the helium bubbles in the grain interior were relatively smaller than the void size in the non-helium neutron-irradiated sample due to the reduced mobility of He-defect clusters. The presented work is expected to provide more insights into the fundamentals of helium-defect interactions in 3C-SiC.
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3.5 PRECIPITATES AND VOIDS IN CUBIC SILICON CARBIDE IMPLANTED WITH \(^{25}\text{Mg}^+\) IONS—Weilin Jiang, Steven R. Spurgeon, Jia Liu, Daniel K. Schreiber, Hee Joon Jung, Arun Devaraj, Danny J. Edwards, Charles H. Henager Jr., Richard J. Kurtz (Pacific Northwest National Laboratory), and Yongqiang Wang (Los Alamos National Laboratory)

This is an extended abstract presenting some of the major results of a paper recently published in the *Journal of Nuclear Materials* [https://doi.org/10.1016/j.jnucmat.2017.10.046](https://doi.org/10.1016/j.jnucmat.2017.10.046).

4 HIGH HEAT FLUX MATERIALS AND COMPONENT TESTING

4.1 TEM CHARACTERIZATION OF MULTIMODAL PRECIPITATES IN NOVEL COPPER ALLOYS FOR FUSION ENERGY APPLICATIONS—Ying Yang (Oak Ridge National Laboratory), Ling Wang (University of Tennessee at Knoxville), Steven J. Zinkle (University of Tennessee at Knoxville and Oak Ridge National Lab), and Lance Snead (Stony Brook University)

Detailed transmission electron microscopy (TEM) compositional analysis has been conducted for the Cu-Cr-Nb-Zr alloy Cu-2Cr-1.35Nb-0.15Zr. Multiple precipitates have been identified, featured by large grain boundary Cr\(_2\)Nb-Laves-phase and Cr-rich (Cr,Fe) precipitates, and smaller matrix Cr precipitates. Fe contamination has been found in the samples.

4.2 NEUTRON IRRADIATION EFFECTS IN TUNGSTEN—L.M. Garrison, Y. Katoh (Oak Ridge National Laboratory)

The aim of this work is to evaluate tungsten for potential use as part of a plasma-facing component for future fusion reactors. Single crystal tungsten tensile specimens in the tensile-axis [110] and [100] orientations have been neutron irradiated at temperatures of 90-830°C to fast fluences of 0.01 to 20\(\times\)10\(^{25}\) n/m\(^2\) (E>0.1 MeV) in the mixed-spectrum High Flux Isotope Reactor (HFIR). Analysis of the tensile behavior of these materials reveals that single crystal tungsten exhibits little to no strain hardening after irradiation. The modulus of resilience and modulus of toughness were calculated from the tensile data of the irradiated materials. The [110] orientation tungsten had a maximum modulus of tungsten for all doses at 300°C test temperature, while the [100] orientation tungsten had its maximum at 650°C.

4.3 NEUTRON IRRADIATION EFFECTS IN TUNGSTEN-COPPER COMPOSITES—L.M. Garrison, Yutai Katoh (Oak Ridge National Laboratory)

As part of the TITAN program, two types of tungsten-copper composites were irradiated in High Flux Isotope Reactor (HFIR) at temperatures from 300 to 900°C and fast neutron fluences of 0.01 to 20 \(\times\)10\(^{25}\) n/m\(^2\) at E>0.1 MeV. One material was a tungsten-copper laminate composite composed of 0.1 mm alternating layers of tungsten and copper. The other material was a tungsten-copper powder sintered composite, with 75% W and 25% Cu. Tensile tests at 22°C and elevated temperatures of unirradiated and irradiated tungsten-copper sintered composite have been completed.
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### 4.4 ON THE FRACTURE BEHAVIOR OF WNiFe HEAVY METAL ALLOY HYBRIDS—M.E. Alam, G. R. Odette (University of California Santa Barbara)

The strength and fracture toughness properties of four ductile phase toughened (DPT) commercially available tungsten (W)-based heavy metal alloy composites (WNiFe), reinforced with 3 to 10 (wt.%) of a NiFe phase, were previously thoroughly characterized from room to liquid nitrogen (LN₂) temperatures. All the alloys manifested a sub-zero brittle-to-ductile transition temperature (BDTT) ranging from -50ºC to -150ºC, depending on the amount of the ductile NiFe phase. In this study, pure W was coated on the WNiFe alloys by spark plasma sintering (SPS) at 1350ºC under a 50 MPa pressure load. Three-point bend (3PB) bars were fabricated and room temperature toughness tests were conducted to understand the crack formation and propagation mechanisms from the pure W coating up, to or into, the WNiFe alloy through or near the W:WNiFe interface. The results show that the pure W coating on the 90 and 92.5WNiFe alloy hybrid exhibits mode-I fracture and ductile phase toughening, while the 95 and 97WNiFe alloy hybrid exhibit a mode-II toughening mechanism, with deflected cracks at the W:WNiFe interface, possibly due to higher W-coating porosities in these cases.

### 4.5 HIGH-HEAT FLUX TESTING OF LOW-LEVEL IRRADIATED MATERIALS USING PLASMA ARC LAMPS—A.S. Sabau, Y. Katoh (Oak Ridge National Laboratory)

In this reporting period, the effort was mainly focused on designing and fabrication of a new reflector to increase the heat flux to its maximum achievable for the maximum arc temperature of the PAL. After a significant delay, the fabrication of the new reflector was completed and successfully tested.

### 5 MAGNETIC AND DIAGNOSTIC SYSTEM MATERIALS

*No contributions this reporting period.*

### 6 FUSION CORROSION AND COMPATIBILITY SCIENCE

#### 6.1 LIQUID METAL COMPATIBILITY IN STATIC Li, Sn and Sn-Li—J. Jun and B. A. Pint (Oak Ridge National Laboratory)

A set of 1000 h isothermal capsule experiments was completed on alloys F82H (Fe-8Cr-2W) and Kanthal APMT (Fe-20Cr-5Al-3Mo) at 400°C (Sn and Sn-20Li) and 600°C (Li). One set of APMT specimens were pre-oxidized at 1000°C to form a thin alumina layer prior to the capsule test as a potential dissolution barrier and a second set was exposed without pre-oxidation. The specimens exposed to Sn and Sn-Li are being cleaned (to remove residual liquid metal) before measuring the mass change. The specimens exposed to Li were cleaned with NH₃ and small mass gains were noted for the bare alloys and small mass losses for the pre-oxidized APMT specimens. Mass change values were compared to those in the literature.
6.2 LIQUID METAL COMPATIBILITY IN FLOWING SYSTEMS—J. Jun and B. A. Pint (Oak Ridge National Laboratory)

A series of monometallic thermal convection loops (TCLs) fabricated using dispersion strengthened FeCrAl (Kanthal APMT, Fe-21Cr-5Al-3Mo) tubing are being operated for 1000 h with increasing peak temperatures. Further characterization was completed on the APMT specimens exposed to commercial Pb-17Li in the hot and cold legs of the second TCL with a peak temperature of 600° ± 1.5˚C. The APMT specimens pre-oxidized to form alumina prior to exposure tended to have low mass changes (i.e. reduced dissolution) but the oxide spalled after exposure. The specimens that were exposed without pre-oxidation showed larger mass losses (i.e. more dissolution before the oxide layer formed) but the oxide was much more adherent. The third TCL with a peak temperature of 650° ± 1.5˚C was assembled and operated continuously for 1000 h in September-October 2017. Mass change, post-exposure tensile properties and initial characterization of the reaction products is reported. Similar mass change behavior was observed in the 650°C TCL as in the 550° and 600°C TCLs. No loss of ductility was observed after exposure.

7 MECHANISMS AND ANALYSIS

7.1 HIGH-TEMPERATURE NEUTRON-IRRADIATION OF Ti-BASED Mn+1AXn PHASES—Matheus A. Tunes and Philip D. Edmondson (Oak Ridge National Laboratory)

The Mn+1AXn phase alloys have been proposed for use in nuclear fusion reactors, but their radiation behavior has not yet been analyzed and understood when exposed to high temperature neutron-irradiation. Here, a transmission electron microscopy (TEM) based characterization of two Mn+1AXn alloys irradiated to 2 and 10 displacements per atom (dpa) at 1273 K has been performed. Initial results indicate that the defect microstructure is different when compared to lower temperature irradiations, with significant dislocation lines and networks being formed.

7.2 GENERATION AND INTERACTION MECHANISMS OF PRISMATIC DISLOCATION LOOPS IN FCC METALS—Can Erel, Giacomo Po, Tamer Crosby, and Nasr Ghoniem (University of California, Los Angeles)


7.3 DEPENDENCE OF HARDENING AND SATURATION STRESS IN PERSISTENT SLIP BANDS ON STRAIN AMPLITUDE DURING CYCLIC FATIGUE LOADING—Can Erel, Giacomo Po, and Nasr Ghoniem (University of California, Los Angeles)
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7.4 TOWARDS BEND-CONTOUR-FREE DISLOCATION IMAGING VIA DIFFRACTION CONTRAST STEM—Yuanyuan Zhu, Danny Edwards, Mychailo Toloczko, Richard J. Kurtz (Pacific Northwest National Laboratory), and Colin Ophus (Lawrence Berkeley National Laboratory)
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8 MODELING PROCESSES IN FUSION SYSTEM MATERIALS

8.1 RADIATION EFFECTS ON COHERENT PRECIPITATES IN BINARY Cu-1%Co ALLOYS—Ling Wang and Steven J. Zinkle (University of Tennessee, Knoxville)

Transmission Electron Microscopy (TEM) observations of the loss of coherency in Co-rich precipitates in heavy ion irradiated Cu-1%Co alloys serve as a 'diagnostic monitor' providing an indicator of the radiation defect migration behavior, since the interaction between radiation defects and coherent precipitates produces loss of precipitate coherency. Semi-coherent precipitates were observed in ion irradiated Cu-1%Co binary alloys, coexisting with coherent precipitates, well beyond the nominal maximum 600 nm depth of the irradiated region due to the migration behavior of interstitials under 1MeV Ni ion irradiation at 350°C to a peak dose of 12 dpa. The observed extent of the loss of coherency regime of 1700 nm beyond the nominal ion irradiation zone is significantly larger than expected 3-D motion mean free path, calculated as 127 nm, and more close to the calculated 1-D migration mean free path of 5600 nm for the initial precipitate size and density, indicating that most of the radiation-produced clusters exhibit 1-D motion.

8.2 DEVELOPMENT OF INTERATOMIC POTENTIALS IN TUNGSTEN-RHENIUM SYSTEMS—W. Setyawan and R. J. Kurtz (Pacific Northwest National Laboratory), N. Gao (Institute of Modern Physics, Chinese Academy of Science, China)


8.3 OKMC STUDY OF DEFECT ACCUMULATION IN TUNGSTEN AT ROOM TEMPERATURE DUE TO RADIATION CORRESPONDING TO PKA SPECTRA OF 14-MeV-NEUTRON AND HIGH-FLUX ISOTOPE REACTOR (HFIR)—G. Nandipati, W. Setyawan, K. J. Roche, R. J. Kurtz (Pacific Northwest National Laboratory) and B. D. Wirth (University of Tennessee)

Using KSOME [1,2], OKMC simulations of radiation damage at room temperature (300 K) in pure, polycrystalline tungsten with a grain size of 2 µm were carried out. Preliminary simulation results are presented for damage accumulation in W when subjected to neutron bombardment with a PKA spectrum corresponding a 14 MeV-Neutron source for dose rates of $2.3 \times (10^{-4} - 10^{-5})$ dpa/s and HFIR for dose rates of $5.8 \times (10^{-4} - 10^{-5})$ dpa/s. During the initial stage of irradiation, both the number density of vacancies and vacancy clusters increase linearly with dose ($< 5 \times 10^2$ dpa) and saturate with increasing dose. As expected, the density of vacancies and vacancy clusters and their average size are independent of dose rate, except for the lowest dose rate studied. Due to dissociation of di-vacancies, a small, but a noticeable increase in the vacancy cluster density is observed at the lowest dose rate studied. Nevertheless, the qualitative behavior of damage accumulation as a function of dose and dose rate is the same for both PKA spectra.
A promising approach to increasing fracture toughness and decreasing the ductile-brittle transition temperature (DBTT) of a W-alloy is by ductile-phase toughening (DPT) [2-4]. In this approach, a ductile phase is included in a brittle matrix to increase the overall work of fracture for the material. There is a need for improved mechanical property models of such composite systems to optimize these structural materials with regard to high-temperature strength and fracture toughness for fusion-energy applications. We have further investigated the deformation behavior of a W-Cu composite, and refined the developed microstructural approach to predict crack initiation, propagation and load-displacement response controlled by DPT mechanisms. This report summarizes the validation of the dual-phase microstructural models developed for W-Cu un-notched and notched specimens subjected to three-point bending.

The same bicrystal configuration given in [1] was finely discretized in 2-D plane-strain finite elements. The GB between the two α-Fe crystals was described by cohesive elements. This bicrystal system also includes an equivalent hollow sphere under internal pressure in the middle of the GB to model the effects of pressurized He bubbles on stress, strain and damage distributions. The radius of the equivalent sphere was determined assuming the presence of two or four vacancies in the system. The constitutive behavior of the crystals obeys a CDM elastic-plastic model with isotropic hardening while the cohesive elements follow a traction-separation law. Stress/strain data from an MD analysis of the same bicrystal system [1-2] without He bubbles were used to identify material parameters for the continuum constitutive models. This modeling approach appears to be a very efficient method to quantify the effects He bubbles on the stress-strain behavior and strength of an α-Fe GB.

Extended abstract of research in progress.
10 IRRADIATION METHODS, EXPERIMENTS AND SCHEDULES


In our developed non-contact deformation measurement system, the distance between painted marks within the specimen gauge section was measured using a high resolution video camera to evaluate the specimen deformation during room temperature tensile testing. The test materials were F82H and 9Cr oxide dispersion strengthened (ODS) steels irradiated in High Flux Isotope Reactor (HFIR) up to ≈ 71 dpa at about 573 K. The system yielded accurate stress strain curves without deformations other than the specimen gage section, and the elongation was less than that calculated from cross-head displacement. This system can contribute to expanding the technically reliable database for the design activity of fusion reactor blanket, including the effects of irradiation on tensile properties.

10.2 HFIR IRRADIATION EXPERIMENTS—J.P. Robertson, Y. Katoh, J.L. McDuffee, C. Bryan (Oak Ridge National Laboratory)

Neutron irradiation experiments were performed in support of the research and development of fusion reactor materials using various materials irradiation facilities in the High Flux Isotope Reactor (HFIR).

The HFIR operated for three complete cycles between July 1 and December 31, 2017. It completed Cycle 473 on July 8 (2149.23 MWD), Cycle 474 on August 19 (2112.43 MWD), Cycle 475 on September 29 (2070.56 MWD), and Cycle 476 on December 8, 2017 (2051.05 MWD).

During this time frame, 11 target zone rabbit capsules underwent HFIR irradiation. These capsules are listed in Table 1 along with condensed information on material, specimen type, temperature, fluence, and period of irradiation.

The full length capsule RB-19J contained tungsten and F82H alloys in various specimen configurations, operating at 250/300, 500, 800, or 1200°C. The experiment used a Gd thermal neutron shield. It ran for four cycles, completing irradiation at the end of Cycle 469. It was transported to the Building 3525 hot cells and disassembled into its component specimen holders in December 2017.
1. FERRITIC/MARTENSITIC STEEL DEVELOPMENT
1.1 DEVELOPMENT OF CASTABLE NANOSTRUCTURED ALLOYS AS ADVANCED RAFM STEELS—L. Tan and Y. Katoh (Oak Ridge National Laboratory), L.L. Snead (Stony Brook University)

OBJECTIVE

Castable nanostructured alloys (CNAs) are being developed at Oak Ridge National Laboratory to favor the formation of a larger amount of ultrafine stable precipitates in reduced-activation ferritic-martensitic (RAFM) steels using conventional, affordable steelmaking methods. The high density of fine precipitates is expected to improve high temperature strength and radiation resistance of the alloys. The performance of the developed CNAs is compared to the current RAFM steels and ODS-Eurofer.

SUMMARY

Six CNAs were developed as a new generation of RAFM steels, guided by computational thermodynamics to have increased MX Nano precipitates about two to three times that of the current RAFM steels, together with reduced amount of M23C6 precipitates. The CNAs following normalization at 1150°C for 1 h and tempering at 750°C for 1 h with air cooling were characterized by tensile and Charpy impact tests, and by microstructural examination. The six CNAs exhibited comparable yield and tensile strengths, which is significantly greater than P91 and Eurofer97 at temperatures up to 800°C and slightly higher than or comparable to ODS-Eurofer (0.3% Y₂O₃) at temperatures above ~500°C but inferior uniform and total elongation. The CNAs had upper-shelf energies up to ~2.5 times of Grade 91 and the current RAFM, with ductile-brittle transition temperatures comparable to the reference steels. Microstructural characterization indicated a significantly increased amount of MX Nano precipitates, a high density of free dislocations and refined lath structures, leading to the sink strength of CNAs close to that of ODS-Eurofer.

PROGRESS AND STATUS

Introduction

The current RAFM steels, with a limited application temperature range, have yield strength similar to but creep strength noticeably inferior to Grade 91, which is attributable to the significantly lower amount of nano precipitates in the current RAFM steels, insufficient to pin the lath boundaries during recovery processes at temperatures above 600-650°C. CNAs are being developed to favor nanoprecipitates two to three times the amount in the current RAFM steels, leading to improved performance.

Experimental Procedure

A total of six CNAs has been designed using computational thermodynamics to adjust the minor alloying elements and understand their effects on temperature-dependent phase equilibria and constituents. All the CNAs were tempered at 750°C, and the amounts of MX and M23C6 in mole percentages could be obtained from the calculations and converted into volume percentages. Figure 1 shows the calculated mole and volume percentages of MX and M23C6 phases in CNA1 through CNA6 compared with F82H, Eurofer97 and T91 after 750°C tempering, which indicates that MX in the CNAs is about two to three times that in the current RAFM steels. Charpy impact test using half-size V-notch specimens and tensile test using type SS-3 miniature specimens were conducted to screen the performance of the CNAs.
Figure 1. Calculated mole and volume percentages of MX and M$_{23}$C$_{6}$ phases in CNAs compared with F82H, Eurofer97 and T91 after tempering at 750°C.

Results

Figure 2a shows temperature-dependent Charpy absorbed energies, normalized to the nominal fracture volume of the half-size specimens of CNAs, full-size specimens of Grade 91 and Eurofer97, and KLST type specimens of ODS-Eurofer. This type of normalization was found to minimize the size effects on absorbed energies (but not ductile-brittle transition temperature). The CNAs exhibited significantly increased upper-shelf energies compared to the reference steels. The ultimate tensile strength of the six CNAs, as shown in Figure 2b, are comparable, are noticeably greater than Eurofer97 and P91, and comparable to or slightly greater than ODS-Eurofer at temperatures above ~500°C.

Figure 2. Temperature-dependent (a) normalized absorbed Charpy energies and (b) ultimate tensile strength of CNAs compared to Grade 91, Eurofer97 and ODS-Eurofer.
1.2 MECHANICAL PROPERTY EVOLUTION OF RAFM STEELS NEUTRON-IRRADIATED UP TO 80 DPA—Kun Wang, Kevin G. Field, Lizhen Tan, Xiang Chen, Josina W. Geringer, Yutai Katoh (Oak Ridge National Laboratory), Hideo Sakasegawa, Hiroyasu Tanigawa, Takanori Hirose (National Institutes for Quantum and Radiological Science and Technology)

OBJECTIVE

This work focuses on the post-irradiation examination (PIE) of reduced activation ferritic martensitic (RAFM) steels after neutron irradiation up to 80 dpa in High Flux Isotope Reactor (HFIR) to investigate the evolution of mechanical properties.

SUMMARY

For this reporting period the emphasis is placed on the PIE of neutron-irradiated Eurofer 97 and Oak Ridge National Laboratories (ORNL) 9Cr2WTa RAFM steels, including hardness measurement, tensile tests and fractography observation. In particular, the results of tensile tests are compared with Ni-doped ORNL 9Cr2WTa RAFM steels, to investigate the helium effects on the mechanical properties.

PROGRESS AND STATUS

Introduction

The RAFM steels are the leading candidate structural materials for fusion reactors due to their excellent resistance to void swelling and creep, as well as their good balance of physical and mechanical properties. They also have well-established commercial production and fabrication technologies. When these steels are intensively irradiated by energetic neutrons at irradiation temperatures below 400-450°C in a fusion environment, irradiation hardening accompanied with a decrease of ductility will occur. In a fusion irradiation environment, structural materials will experience production of high quantities of transmutation-induced-helium along with extensive displacement damage, which may result in additional detrimental effects on the mechanical properties. The structural materials will be exposed to 50-80 dpa high irradiation dose every full-power year in the future demonstration (DEMO) fusion reactor. However, the investigating of synergistic effect of helium and displacement damage is still difficult due to the lack of fusion neutron (14 MeV) irradiation facilities. A Ni-doping technique has been used to produce helium contents which are comparable to the helium production in fusion irradiation environment, and RAFM steels have been irradiated for over eight years in HFIR, to obtain a high irradiation dose. In this report period, Eurofer97 and ORNL 9Cr2WTa RAFM steels as well as Ni-doped ORNL 9Cr2WTa RAFM steels were irradiated at various temperatures in HFIR up to 80 dpa. Then, the PIE was conducted in order to interrogate the evolution of mechanical properties of RAFM steels at high irradiation dose and the helium effect on mechanical properties after neutron irradiation.

Experimental Procedure

Miniatrurized dog bone-shaped SS-J3 flat tensile specimens with dimensions 16(L) x 4(W) x 0.75(T) mm$^3$ and gauge section of 5(L) x 1.2(W) x 0.75(T) mm$^3$ were used in this study. The irradiation conditions of Eurofer97 and (Ni-doped) ORNL 9Cr2WTa RAFM steels are shown in Table 1. The tensile specimens were irradiated in JP28&29 capsules in HFIR. The hardness measurement was performed in Mitutoyo HV120B Hardness Tester; tensile test was conducted using shoulder loading at a strain rate of $10^{3}$ s$^{-1}$ on a screw-driven machine. After tensile tests, the fractography of the specimens were observed using Japan Electron Optics Laboratory (JEOL) JSM-6010LA SEM. Hardness tester, tensile machine and Scanning Electron Microscopy (SEM) are located at the Irradiated Materials Examination and Testing (IMET) facility at ORNL.
Table 1. Irradiation parameters (dose and temperature) and testing temperatures of Eurofer97 and (Ni-doped) ORNL 9Cr2WTa irradiated in JP28&29 capsules

<table>
<thead>
<tr>
<th>Materials</th>
<th>Irradiation dose (dpa)</th>
<th>Irradiation temperature (°C)</th>
<th>Test temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eurofer97 (9Cr1.1W)</td>
<td>60</td>
<td>300</td>
<td>25 and 300</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>400</td>
<td>25 and 400</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>500</td>
<td>25 and 500</td>
</tr>
<tr>
<td>ORNL 9Cr2WTa</td>
<td>60</td>
<td>300</td>
<td>25 and 300</td>
</tr>
<tr>
<td>ORNL 9Cr2WTa-Ni58</td>
<td>80</td>
<td>300</td>
<td>25 and 300</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>ORNL 9Cr2WTa-Ni60</td>
<td>80</td>
<td>300</td>
<td>25 and 300</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>400</td>
<td>400</td>
</tr>
</tbody>
</table>

Results

Hardness measurement, tensile test and fractography observation

Three Eurofer97 specimens and one ORNL 9Cr2WTa specimen of different irradiation conditions were tested and the hardness results are shown in Table 2. We can see the obvious change of Vickers hardness depends on the radiation temperature. The values of hardness decrease with increasing irradiation temperatures at comparable irradiation dose for Eurofer97 specimens. Figure 1 presents the engineering stress-strain curves of the Eurofer97 specimens tested at RT and irradiation temperatures. All specimens exhibit significant hardening and loss of ductility compared to unirradiated specimens. However, they manifest different hardening levels and loss of ductility under different irradiation and test conditions. The specimens irradiated to 60 dpa at 300°C indicate a large degree of irradiation hardening and show the smallest total elongation tested either at RT or the irradiation temperatures. These specimens also show the smallest uniform elongation at RT (see Figure 1 (a)). While the specimens irradiated at 400°C and 500°C possess fairly large uniform elongation at RT in Figure 1 (a), the uniform elongation of all the specimens decrease to less than 1% when tested at irradiation temperatures in Figure 1 (b).

Table 2. Irradiation conditions and the results of Vickers hardness of Eurofer97 and ORNL 9Cr2WTa

<table>
<thead>
<tr>
<th>Materials</th>
<th>Irradiation dose (dpa)</th>
<th>Irradiation temperature (°C)</th>
<th>Vickers Hardness (HV1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eurofer97 (9Cr1.1W)</td>
<td>60</td>
<td>300</td>
<td>428±19</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>400</td>
<td>265±16</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>500</td>
<td>245±37</td>
</tr>
<tr>
<td>ORNL 9Cr2WTa</td>
<td>60</td>
<td>300</td>
<td>446±4</td>
</tr>
</tbody>
</table>
Figure 1. Tensile test results of irradiated Eurofer97 tested at RT (a) or irradiated temperatures (b).

The fracture surfaces of the irradiated Eurofer97 specimens tested at RT are shown in SEM micrographs in Figure 2. Figure 2 (a)-(c) are low magnification images of fracture surfaces of specimens irradiated at 300, 400 and 500°C respectively. Obvious necking has developed before the specimens broke. In addition, it can be seen that the secondary cracks indicated by white arrows exist on the fracture surface. The number of secondary cracks decreases with the increasing irradiation temperature. Figures 2 (d)-(f) are high magnification images of fracture surfaces of specimens irradiated at 300C, 400C and 500°C respectively. On the fracture surfaces many dimples were observed (Figures 2(d)-(f)), indicating the ductile fracture mode of these specimens. Additionally, secondary cracks can be clearly seen in these high magnification micrographs.

Figure 2. Low magnification (a)-(c) and high magnification (e)-(f) SEM images of fracture surfaces of Eurofer97 specimens irradiated at 300 °C ((a) and (d)), 400 °C ((b) and (e)) and 500 °C ((c) and (f)) and tested at RT.
Figure 3 shows the engineering stress-strain curves of the (Ni-doped) ORNL 9CrTaW specimens tested at RT and irradiation temperatures. All specimens exhibit significant hardening and loss of ductility compared with unirradiated specimens. All the specimens indicate immediate necking after yielding, showing plasticity instability regardless of Ni-doping or not. In particular Ni-58 doped specimens show the highest strength and smallest total elongation at RT, 300 and 400°C. Ni-60 doped specimens do not demonstrate any obvious change of hardening compared to non-doped specimens, even with the difference in the irradiation doses (80 dpa vs. 60 dpa) between Ni-60 doped ORNL 9Cr2WTa and ORNL 9Cr2WTa.

![Figure 3. Tensile test results of irradiated (Ni-doped) ORNL 9Cr2WTa tested at RT or irradiated temperatures.](image)

In order to compare the irradiation temperature effect on the irradiation hardening for all RAFM steels, the results of F82H specimens irradiated to 80 dpa and tested at the irradiation temperatures are added for comparison. While the irradiation doses of all RAFM specimens range from 50 to 80 dpa in the high irradiation dose realm, it is assumed that the irradiation hardening has already saturated at such a high range, with the irradiation dose having little effect. Figures 4 and 5 summarize the increase of yield stress and total elongation of all the RAFM steel specimens, including Eurofer97, (Ni-doped) ORNL 9Cr2WTa and (Ni-doped) F82H, irradiated at various irradiation temperatures in JP 28&29 capsules. All the specimens show irradiation hardening. The general trend is that the hardening decreases and total elongation increases with the increasing irradiation temperature in Figures 4 and 5. In Figure 4, Ni-58 doped specimens show the highest stress level compared with other specimens only at 300°C, which may be because of the extra hardening effect contributed by tiny helium bubbles. Ni-60 doped specimens present the lowest stress level at 300, 400 and 500°C. In Figure 5, Ni-60 doped specimens show the largest total elongation at 300 and 400°C, and Eurofer97 indicates the smaller total elongation compared with other RAFM steels.
Summary of the increase of yield stress of all RAFM steel specimens irradiated at 300°C (a), 400°C (b) and 500°C (c) in JP 28&29 capsules.

Summary of the total elongation of all RAFM steel specimens irradiated at 300°C (a), 400°C (b) and 500°C (c) in JP 28&29 capsules.

Summary

We have investigated the mechanical property evolution of RAFM steels irradiated up 80 dpa at temperature ranging from 300 to 500°C in HFIR. The specimens were tested at either RT or the irradiation temperature. The results of hardness measurements and tensile tests indicate irradiation hardening in all RAFM steel specimens, while the fracture surfaces still exhibit ductile mode failure. Ni-58 doped RAFM steel only show the highest strength at 300°C, implying the extra hardening induced by helium. Further TEM observations will be performed to thoroughly explore the microstructure evolution, including radiation-induced dislocation loops, cavities, element segregation, precipitation and phase stability.
1.3 PRELIMINARY ANALYSIS OF AN UPDATED IRRADIATION HARDENING 9Cr TEMPERED MARTENSITIC STEEL DATABASE—T. Yamamoto, Y. Wu, G. R. Odette (University of California, Santa Barbara)

OBJECTIVE:

The objective of this work is to expand the University of California Santa Barbara (UCSB) database on irradiation hardening and embrittlement of ≈ 9Cr martensitic steels, update hardening trend curves as and link the mechanical changes to the irradiated microstructure.

SUMMARY

We report on an updated and expanded database on 9Cr tempered martensitic steels. The database currently contains 2233 tensile, 1762 Charpy V-notch impact test, 478 fracture toughness, 264 hardness data and 644 microstructural characterization data points collected from the literature, including results from neutron (NI), spallation proton (SPI) and He ion (HI) and other charged particle irradiations. In this report, the expanded database is used to fit phenomenological-empirical models of yield stress changes \( \Delta \sigma_y \) as a function of the NI and SPI dose (displacement-per-atom, dpa), irradiation temperature (\( T_i \)) and test temperature (\( T_t \)), with emphasis on saturation of hardening, higher \( T_i \) behavior and the effect of higher He associated with SPI effects.

PROGRESS AND STATUS

Introduction

An important objective for the fusion materials research is to develop a high quality database on the effects of irradiation on the constitutive and fracture properties of 9Cr normalized and tempered martensitic steels (TMS), in terms of irradiation embrittlement characterized by hardening and transition temperature shifts measured in sub-sized Charpy V-notch impact tests (\( \Delta T_c \)) and fracture toughness tests\[1,2\] following NI, SPI and HI irradiations.

A high quality database is needed to develop predictive models of the changes in \( \Delta \sigma_y \) and \( \Delta T_c \) (and other properties) as a function of the combination of all the significant metallurgical and irradiation variables. The metallurgical variables include the start-of-life alloy composition (wt%), microchemistry and microstructure, including the effects of product form (weld and base metal) and thermo-mechanical processing treatment (TMT). The primary irradiation variables include \( T_i \) and the total and rates of production of damaging species, including for displacements-per-atom (dpa), helium (He), hydrogen (H) and a range of solid transmutation products (appm). Post-irradiation testing and data analysis variables are also significant. For example, \( \Delta \sigma_y \) depends on the \( T_t \) and strain rate. Ultimately a comprehensive and high quality database will be analyzed with physically based, multiscale models [1,3]. Such models will sequentially relate: a) the primary variables to microstructural evolutions; b) the effects of these evolutions on fundamental structure-sensitive constitutive and local fracture properties; c) and the consequences of changes in these fundamental properties to more complex engineering properties, like \( \Delta T_c \) (and shifts in fracture toughness Master Curve reference temperatures, \( \Delta T_o \)) [1,3]. We have continued to accumulate tensile and other mechanical property data, especially with a large addition of data from more recent high dose irradiation experiments. Here, we report an update of our analyses of irradiation hardening, including a revised phenomenological-empirical \( \Delta \sigma_y \)(dpa) model.
There have been many irradiation studies aimed at contributing to such a database. Among the most notable are the International Energy Agency (IEA) round robin project on the Japanese F82H steel [4,5], a large program in Europe, primarily focusing on various heats of the Eurofer steel [6-8] and the US Automotive Materials Partnership (AMP) program as part of the US-Japan Atomic Energy Agency (JAEA) program [9]. Accumulated post-irradiation examination (PIE) results on the F82H and Eurofer steels provide high-quality data subset at the most common irradiation temperature of $T_i \approx 300^\circ C$ that were treated separately and compared to corresponding trends in other alloys, including 9Cr-1Mo and 9Cr-1-2W steels and other temperature ranges. The analyses also includes results from SPI, which generate very high levels of helium and hydrogen [10-14], as well as HI experiments.

**Highlights of the updated database**

Our growing database now has 2233 tensile, 1762 Charpy impact, 264 hardness and 478 fracture toughness mechanical test results as well as 644 microstructural characterization data sets. Unfortunately, many entries are not accompanied by the material, irradiation and testing information needed for extensive analysis. For example, a tensile data entry should have the yield stress ($\sigma_y$), ultimate tensile stress ($\sigma_u$), fracture stress ($\sigma_f$), uniform elongation ($\epsilon_u$), total elongation ($\epsilon_t$), reduction in area (RA), all linked to the stress-strain curve, for both the irradiated and unirradiated conditions. Necessary information on the irradiation variables include $T_i$, the neutron flux and fluence, and the corresponding dpa rates and totals, and the accumulated He and H. The history of the irradiation conditions must also be considered. The test variables should include the specimen geometry, $T_t$ and strain rate ($\epsilon'$). The material variables data needed include composition, product form, TMT history and, ideally, the start of life microstructure. There are few, if any, cases when all this information is provided.

Some data sets are aimed at providing detailed baseline characterizations for common materials such as F82H and Eurofer97, as illustrated in Figure 1. Here, the red circles are baseline tensile $\sigma_y$ data included in the database plotted against the test temperature [8,15-18]. The black solid line is the polynomial fit of Eurofer 97 baseline $\sigma_y$, that Lucon et al. [18] obtained for their data. There are currently a total of 1442 $\Delta\sigma_y$ data points, which is an increase of $\approx 320$ since the database last report [2,19], which are used in the following trend curve analyses.
Figure 1. Eurofer97 baseline $\sigma_y$ versus $T_i$ in the database compared with $\sigma_y(T)$ fit by Lucon et al.[18].

**Hardening trend curve analysis** [8, 10-18, 20-89]

Hardening $\Delta\sigma_y$ vs. $\sqrt{\text{dpa}}$ trends are analyzed by alloy group, irradiation type and temperature. Alloys are divided into four broad categories: a) F82H; b) Eurofer97; c) other 9CrW steels containing 1-2%W; and d) 9CrMo steels containing 0.5 to 1.5%Mo. Two irradiation types are tabulated: a) NI; and b) SPI. Data were grouped into six bins of $T_i$: a) 20 to 200°C; b) 220 to 280°C; c) 300 to 350°C; d) 365 to 390°C; e) 400 to 440°C; and, f) 450°C or higher. Figure 2 summarizes the $\Delta\sigma_y - \sqrt{\text{dpa}}$ trends for the a) – f) $T_i$ bins. As shown in the common legend for the plots, the alloy group and irradiation type is coded by color and the symbol for NI and SPI: red circles for F82H; blue squares for Eurofer97; green diamonds for other 9Cr-W steels; and purple triangles for 9Cr-Mo steels; the filled symbols show the NI results and open symbols show the SPI results. Where possible, the data were fit with the simple saturating Makin and Minter model [90,91] as,

$$\Delta\sigma_y = \Delta\sigma_{ys}[1-\exp(-\text{dpa}/\text{dpa}_o)]^p$$

Here $\Delta\sigma_{ys}$ is a saturation hardening, $\text{dpa}_o$ specifies the dose transient prior to saturation, and $p$ is an effective dispersed-barrier hardening exponent, fixed at the theoretical value of 1/2 this case. The saturating form of Equation 1 can be physically related to the depletion of solutes, in the case of a precipitation hardening, or an excluded volume effect in the case of the accumulation of displacement damage-type defects. The initial rate of hardening is characterized by $[\Delta\sigma_{ys}/\text{dpa}_o]^{1/2}$. A simple linear hardening $\Delta\sigma_{ys} - \text{dpa}^{1/2}$ fitting model was also used when applicable.

**Results**

Only a few a new F82H, Eurofer97 and 9Cr-Mo new data points have been added to Figure 2a for low temperature irradiations, mainly SPI data from STIP experiments. For F82H, the high He SPI produced higher hardening than NI. The data from NI and SPI overlap each other for alloys up to to $\approx 6$ dpa, at a He
Figure 2. $\Delta\sigma_y$ as a function of $\sqrt{dpa}$ for F82H, Eurofer97, 9Cr-W and 9Cr-Mo alloys after NI or SPI irradiations for $T_i$ bins of a) RT to 200°C; b) 220 to 280°C; c) 300 to 350°C; d) 365 to 390°C; e) 400 to 440°C; and, f) ≥ 450°C.
concentration of ≈ 500 appm. Saturation of Ni trends are not very obvious except the highest dpa 9Cr-Mo case. The Cr-W alloys including F82H and Eurofer97 harden less than the Cr-Mo alloys. The SPI data shows a hardening trend that continues to increase beyond the saturating fits for the Ni data.

In Figure 2b for 220-280°C, new Ni data up to ≈ 30 dpa have been added for F82H that more obviously show a saturation hardening of ≈ 380 MPa. For the other alloys Ni data are available only at lower pre saturation dpa, where Ni trends for all the alloys are similar. In contrast, SPI data available up to 16 dpa of F82H, Eurofer 97 and 9Cr-Mo alloys again show a general trend of higher continuing increases in Δσ_y at a hardening rate of ≈ 140 MPa/dpa^{1/2}.

The 300-350°C bin shown in Figure 2c, where irradiation hardening and resulting embrittlement have been most extensively studied, a larger number of data points have been added to extend maximum dose from ≈ 25 dpa in the the previous database to ≈ 80 dpa. The updated data more clearly show saturation of Δσ_{ys} at ≈ 436 ± 18 MPa, 479 ± 13 MPa, 555 ± 68 MPa and 760 ± 38 MPa for F82H, Eurofer97, 9Cr-W and 9Cr-Mo, respectively. Notably these saturation Δσ_{ys} have been revised upwards from our previous analyses, that gave Δσ_{ys} ≈ 404 ± 48 MPa for all the alloys.

Figure 2d, for the 365-390°C bin, shows apparent softening in all the alloys following an initial hardening peak at ≈ 15 dpa for Ni. Note the lines are simply to guide the eye, including upper and lower bounds of the Δσ_{ys} trends. However, the large softening at low dose in the 9Cr-Mo steels seems somewhat problematic. The reason for softening following peak hardening is not understood, but may in part be due to large uncertainties in a region very dependent on Ti. The few SPI data points at ≈ 20 dpa for 9CrMo and F82H again show much larger hardening than the corresponding Ni condition, suggesting strong He effects.

Figure 2e, for the 400-440°C bin, shows similar, but less pronounced hardening-softening Ni trends, that also might be viewed as simple large scatter in the results. The 9Cr-Mo alloys again show the largest hardening, while the 9Cr-W show little hardening and the F82H begin to soften at ≈ 36 dpa.

The Ti ≥ 450°C data shown in Figure 2f, also indicate softening for Ni of all the alloy groups (with the exception of anomalously high hardening for two F82H points at ≈ 10 dpa), The softening is generally gradual and monotonic, except for one 9Cr-Mo alloy between 36 and 64 dpa, where it is very large. The average softening rate is ≈ 1.3 ± 0.7 MPa/dpa for these alloys. In stark contrast, SPI produces a large amount of hardening at ≈ 18 ± 2 dpa and ≈ 1500 ± 250 appm He even in the highest temperature bin

In the previous analysis, a dataset for F82H and Eurofer 97 at 300°C irradiations was used to derive a high quality hardening trend curves with a relatively small amount of scatter. More recent higher dose irradiations of these alloys are available only at 325°C, thus we combined the two Ti (filled and unfilled symbols respectively). The datasets for are well aligned where they overlap. The fitted curves show Δσ_{ys} of 461 ± 24 MPa, 549 ±19 and 746 ± 42 for F82H, Eurofer 97 and 9Cr-Mo, respectively. The dpao ≈ 10 ± 3 dpa at ≈ 80% of saturation is similar for all the alloys.
Future Research

A large microstructure database, that has and continues to be constructed, will be combined with the mechanical property data to develop physically based hardening models.
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1.4 MICROSTRUCTURE BASED PREDICTIONS OF HARDENING IN Fe – 3- to 18%Cr BINARY MODEL ALLOYS IRRADIATED IN THE ATR REACTOR—T. Yamamoto, P. Wells, G. R. Odette (University of California, Santa Barbara), D. Bhattacharyya (Australian Nuclear Science and Technology Organization)

OBJECTIVE

The objective is to develop well calibrated physically based models to predict changes in mechanical properties of irradiated alloys based on microstructural observations, in this case, to predict yield stress ($\Delta\sigma_y$) that occur under irradiation.

SUMMARY

We use a database of Fe-3 to 18%Cr model alloys to derive a dispersed barrier model for irradiation hardening by $\alpha'$ precipitates ($\alpha'$), solute clusters (sc), and dislocation loops (l). The key model parameters are the individual obstacle strength parameters, $\alpha_j$ (j = $\alpha'$, sc, l) of these dispersed barrier obstacles to dislocation glide. A preliminary analysis of subsets of the database showed that the loops and solute clusters are moderately strong obstacles, while the $\alpha'$ is a weak dislocation barrier. Thus the loop and solute cluster hardening was treated with a root sum square superposition rule, while the hardening contribution of $\alpha'$ was simply added following a linear sum superposition rule. A least square fits to the overall database yielded $\alpha_{\alpha'} = 0.031$, $\alpha_{\text{sc}} = 0.2$ and $\alpha_{\text{l}} = 0.17$, with a predicted to measured standard deviation of 39 MPa. These results are compared to those derived by Bergner [1], and various sources of uncertainties are briefly discussed.

PROGRESS AND STATUS

Introduction

There is a large and evolving literature on predicting $\Delta\sigma_y$ from microstructural changes under irradiation that includes both modeling and experiment studies. The general framework is simple, involving [2a, 3]:

1. First, calculating the hardening contribution due to individual features (j) in the irradiated microstructure that generally include dislocation loops, stacking fault tetrahedra, cavities (bubbles and voids), precipitates of various sorts, solute-defect cluster complexes, and changes in network dislocation and subgrain structures (in some cases).

2. The second step is to properly combine, or superimpose, the individual hardening contributions from the irradiation microstructure with each other, as well as with the unirradiated microstructure of the alloy.

Hardening Contributions of Individual Features

The simple dispersed obstacle approach presented here ignores a number of potential complications such as source hardening, reduction in solid solution contribution due to precipitation (although this can be easily added), hardening by impurity pick-up (such as C under irradiation), complex multi-dislocation dynamics, and so on. The individual models, based on single dislocation-obstacle interaction, can be expressed in various ways but the most frequent and simplest formulations is [3]

$$\sigma_j = M\alpha_j(r_j)Gb/(L - 2r_j). \quad (1a)$$

Here, the spacing between the centers of the obstacles is

---

a Although published 36 years ago and dated in many details, Martin's short monograph provides a very good description of the mechanisms and models of dispersed barrier hardening and should be reviewed by those interested in the foundations of the topic addressed in this report.
\[ L \approx 1/\sqrt{(2Njr_j)} \quad (1b) \]

The \( N_j \) and \( r_j \) are the feature number density and radius, respectively. The \( \alpha_j \) is the obstacle-dislocation interaction strength parameter, \( M \approx 3.06 \) term is the polycrystalline Taylor factor for bcc lattices, \( G \) is the shear modulus \( (\approx 82000 \text{ MPa at } 25^\circ \text{C}) \), and \( b = 0.248 \text{ nm} \) is the dislocation Burgers vector.

For precipitates and clusters another convenient representation is

\[ \sigma_j = 1.68\alpha_j(r_j)Gb\sqrt{f_j/r_j}. \quad (2) \]

The \( f_j \) is the volume fraction of the hardening feature. In the case of network dislocations

\[ \sigma_d \approx \alpha_pGb\sqrt{\rho}. \quad (3) \]

Here, \( \rho \) is the network dislocation density.

Additional corrections can be made for simplification, intrinsic to the approximate analytical model. However, the most important and uncertain parameters are the \( \alpha_j \). Various attempts to measure and model \( \alpha_j \) are discussed below. But, in summary, the choice of proper value for the various \( \alpha_j \) is not at all a settled matter.

**Strength Superposition Models**

The \( \alpha_j \) varies from low values \( < \approx 0.05 \) for obstacles that are easily sheared by the dislocation, to \( \geq \approx 0.8 \) for random distributions of strong obstacles that are by passed by the Orowon bowing mechanism. The individual hardening contributions from various obstacles must be combined with one another, as well as with the various contributions from the unirradiated alloy strength. The limiting model for such superposition is a linear sum (LS) and a square root of the sum of the squares (RSS) \([2-3]\). The RSS law accounts for the spacing of moderate to high strength obstacles with relatively similar \( \alpha_j \). However, if mixtures of high and lower-strength obstacles are present, the high-strength obstacles result in larger dislocation bowing angles. The bowed, thus extended, dislocation line segments encounter more of the lower-strength obstacles than would be the case if only the latter were present. Thus, the net \( \sigma_y \) for mixtures of lower- and higher-strength obstacles is larger than predicted by the simple RSS law. In the limit, numerous, very low strength obstacles do not significantly change the shape of gliding dislocations; hence, they act more like a lattice friction, or long range back stress that simply add to the higher-strength obstacle contributions by an LS law. These concepts are schematically illustrated in Figure 1.
Computer simulations have been carried out to evaluate the net $\Delta \sigma_y$ [3, 4] for various populations of obstacles with different $\alpha_i$. The resulting computational database was fitted by a simple analytical model that can be used to calculate the net $\Delta \sigma_y$ based on the individual yield stress contributions from combinations of very weak ($\alpha_w < 0.05$, $\sigma_w$), medium ($0.1 < \alpha_m < 0.5$, $\sigma_{ym}$) and strong ($\alpha_s > 0.6$, $\sigma_{ys}$) obstacles. The net $\sigma_y$ is given by

$$\sigma_y = \sigma_{yw} + (1-S)(\sigma_{ym}^2 + \sigma_{ys}^2)^{1/2} + S(\sigma_{ym} + \sigma_{ys})$$  \hspace{1cm} (5)$$

Here, the superposition factor $S$ is

$$S = \alpha_s - \alpha_m(5.0 - 3.3 \alpha_u) \hspace{1cm} (0.05 < \alpha_m < \alpha_u)$$  \hspace{1cm} (6)$$

Thus, an RSS superposition model can approximately describe features with similar medium or high strength, while those with very different low and high strength come closer to a LS law. The superposition of the strengthening contributions from medium strength and strong obstacles falls in between. Figure 2 plots the net $\Delta \sigma_y$ ratio ($\Delta \sigma_y/\sigma_i$) versus $\sigma_i$, for $\alpha_s = 0.8$ and $\sigma_u = 200$ MPa for various $\alpha_i$. Note, even for very large $\sigma_i$, the $\Delta \sigma_y/\sigma_i$ ratio approaches 1 only for low $\alpha_i$.

This approach has been applied with great success to irradiation hardening of reactor pressure vessel (RPV) steels that is dominated by Cu-Mn-Ni-Si rich precipitates. The precipitate phase, composition, N, $<r>$ and $f$ depend on the corresponding alloy composition, temperature, fluence and other irradiation variables. In this case, the precipitates, $\alpha_i(r)$, have been measured using combination of small angle neutron scattering (SANS), and hardness or tensile test data. More recently atom probe tomography (APT) has been used to characterize these precipitates. An example of Cu-rich precipitate is shown in Figure 3a, and in Figure 3b shows precipitates that is dominated by Mn-Ni-Si phases. These curves are modified Russell-Brown models [5] fitted to the data. The results are presented in terms of $\sigma_y/\sqrt{f}$ versus $<r_p>$. The initial increase in $\sigma_y/\sqrt{f}$ is due to the dominance of the increase in $\alpha_p(r)$ with $r$. The decrease following the peak, at $\approx 1.25$ nm, is due to the dominance of the $\sqrt{f/r}$ term in the hardening model. Molecular dynamics simulations by Bacon and Osetsky (B-O) give similar results for coherent Cu precipitates, also shown in Figure 4a [6].

Figure 4 shows predicted versus measured $\Delta \sigma_y$ for one example of many subsets of data [3]. Here, the strong Mo$_2$C obstacles in the unirradiated alloy are assumed to have individual strength contributions of $\sigma_y = 180$ MPa, and $\alpha_s = 0.9$. The individual irradiated precipitation hardening contributions $\alpha_i$ and $\alpha_i$ are...
computed from the fitted RB model. The good predicted versus measured $\Delta \sigma_y$ requires application of the superposition model (Eqs. 5 and 6). The superposition model has been further tested by annealing studies that systematically decrease the $\sigma_{yi}$, as well as by measuring $\Delta \sigma_y$ in steels and model alloys that do not contain Mo$_2$C carbides, that are the dominant dislocation obstacles in unirradiated steels.

**Figure 2.** The net yield stress increase, $\Delta \sigma_y$, versus $a_m$ taken as the irradiation contribution, $\sigma_i$, for $a_s = 0.8$ and $\sigma_u = 200$ MPa for various $a_i$ and $S$.

**Figure 3.** Isolate precipitate hardening to volume fraction coefficients, $\sigma_y/\sqrt{f}$, as a function of precipitate size for a) Cu-rich precipitate and b) Mn-Ni-Si phases.

**Figure 4.** Measured versus predicted $\Delta \sigma_y$ from CRPs based on SANS measurements of $f_p$ and $r_p$ used in a modified Russell-Brown precipitate hardening and computer simulation derived superposition model with addition of weak obstacle matrix feature hardening empirically predicted from alloys with similar compositions, except that they contained little or no Cu.
Analysis of the Fe-3 to 18Cr Series Hardening following Irradiation in ATR-1

The observed irradiation hardening ($\Delta \sigma_y$) in the Fe-3 to 18Cr alloys provides an opportunity to evaluate the $\alpha'_i$ for various features formed during irradiation without the complication of pre-existing dispersed barrier obstacles (like Mo,C precipitates and high densities of dislocations in steels). In the Fe-Cr case, the unirradiated $\sigma_{yu}$ can simply be subtracted from the irradiated $\sigma_{yi}$. Figure 5 shows the microhardness increase, $\Delta H_{vi}$, for alloys irradiated in ATR-2 to 1.8 dpa at 320°C, as a function of the alloy Cr content. The corresponding $\Delta \sigma_{yi}$ were evaluated from changes $\Delta H_{vi}$, as $\Delta \sigma_{yi} (\text{MPa}) = 3.3 \Delta H_{vi} (\text{kg/mm}^2)$ [7]. In this case, the irradiation hardening features generally consist of $\alpha'$, dislocation loops (DL) and solute clusters (SC), which form on small loops due to segregation.

Figure 5. Hardness changes in Fe-3 to 18Cr alloys irradiated to 1.8 dpa at $\approx$ 320°C in UCSB ATR-1 experiment.

Table 1 summarizes hardening as well as the size and number density of dislocation loops in this work and $\alpha'$ precipitates, that have been previously reported by Bachhav et al. [7].

<table>
<thead>
<tr>
<th>Alloy</th>
<th>$\Delta H_v (\text{kg/mm}^2)$</th>
<th>$\alpha'$ precipitates [8]</th>
<th>Dislocation loops</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$&lt;d_p&gt;$ (nm)</td>
<td>$N_p (10^{22} \text{m}^{-3})$</td>
<td>$&lt;d_l&gt;$ (nm)</td>
</tr>
<tr>
<td>Fe-3Cr</td>
<td>81</td>
<td>5.7</td>
<td>4.6</td>
</tr>
<tr>
<td>Fe-6Cr</td>
<td>77</td>
<td>7.7</td>
<td>1.2</td>
</tr>
<tr>
<td>Fe-9Cr</td>
<td>84</td>
<td>4.8</td>
<td>8.5</td>
</tr>
<tr>
<td>Fe-12Cr</td>
<td>106</td>
<td>3</td>
<td>95</td>
</tr>
<tr>
<td>Fe-15Cr</td>
<td>151</td>
<td>2.6</td>
<td>320</td>
</tr>
<tr>
<td>Fe-18Cr</td>
<td>179</td>
<td>2.4</td>
<td>530</td>
</tr>
</tbody>
</table>

It is notable that the loop number densities in Table 1 are a strong function of the alloy Cr content, with a minimum at 9%Cr. This observation is somewhat puzzling, but is supported by a similar trend reported by Bergner for Fe-2.5 -12 Cr model alloys irradiated to 0.6 dpa at 290°C [1]. Note, the actual values $N_l$ and $d_l$ vary somewhat between the two data sets. It is most useful to examine the corresponding trends in $L = 1/\sqrt{(Nd)}$ as shown in Figure 6. The L peaks at 9%Cr in association with the corresponding minimum in N.

Various studies have reported the size and number densities of the Cr-Mn-Si-Ni-P enriched solute clusters (SC) in irradiated Fe-Cr model alloys as well as actual TMS, including: Bergner [1], Bachhav [8,9], Kuksenko [10], Field[11], Wharry [12], Pareige [13], Wu [14]. The SC is believed to be associated with
segregation to the network dislocations and loops. The reported $N_{sc}$ and $d_{sc}$ are scattered, as might be expected. However, the values of $L = 1/\sqrt{(N_{sc}d_{sc})}$ are reasonably consistent. For example, the $L$ reported by Bergner averages $\approx 44.2 \pm 7.5$ nm, while other data sets average $66 \pm 3.7$ nm. Thus, here we assume a nominal value $55$ nm for estimating the values of $\alpha_{sc}$. Further details about the solute clusters analysis will be reported in the future.

Figure 6. The dislocation loop slip plane spacing, $L_l = 1/\sqrt{N_d}$, versus Cr.

In summary, the $L_l$ for loops in the Fe-3-18Cr model alloys varies from about 50 to 250 nm. The corresponding $L_{sc}$ for the solute clusters is taken as $55$ nm for all of the alloys. The $\alpha'$ obstacle spacing, $L_{\alpha'}$, ranges from 2.8 to 15.7 nm.

The hardening data was fitted to determine the corresponding strength factors $\alpha_j$ ($j = l$, sc and $\alpha'$). The relatively large values of $L_l$ and $L_{sc}$ in the 3 and 6%Cr alloys indicate that that the contribution of the two stronger (loop and solute cluster) features should be treated with RSS superposition. In contrast, a self-consistent obstacle strength factor with a low value of $\alpha_{\alpha'} = 0.05$ was estimated from the additional hardening in the 15 and 18%Cr alloys using a LS superposition rule. Note, the lower 9 and 12%Cr alloys with $\alpha'$ precipitates give even lower estimates of $\alpha_{\alpha'}$.

Application of an absolute least squares fit criteria to all the data (unweighted) yielded $\alpha_l$ that are not physically reasonable ($< 0.1$). This is due to the large variation in the $L_l$ with Cr, which is not consistent with smaller differences in the measured $\Delta \sigma_{yi}$. An average value of $\alpha_l \approx 0.20$ for the 3 and 6 Cr data is reasonably consistent with expectation. The corresponding $\alpha_{sc}$ is $\approx 0.17$. The overall variation of the SD, $\alpha_{sc}$ and $\alpha_{\alpha'}$, as a function of a fixed $\alpha_l$, is shown in Figure 7 for least square fits to all of the 3-18 Cr data. A fixed $\alpha_l = 0.2$ results in $\alpha_{sc} = 0.174$ and $\alpha_{\alpha'} = 0.031$, with a standard deviation (SD) of 39 MPa. A larger fixed $\alpha_l = 0.25$ results in $\alpha_{sc} = 0.164$ and $\alpha_{\alpha'} = 0.029$, with a standard deviation (SD) of 59 MPa. Thus $\alpha_l = 0.25$ is a reasonable upper bound for our 3-18%Cr dataset.

Figure 8a shows a bar plot of the predicted and measured $\Delta \sigma_y$ along with the hardening contributions of the individual components before superposition. Figure 8b shows the corresponding scatter plot.
Figure 7. Variation of the standard deviation, $\alpha_{sc}$, $\alpha_{l}$ and $\alpha'_{s}$, for the least-square fitting of predicted to measured hardening.

Discussion

The most comparable study was reported by Bergner et al. [1], who found $\alpha_{l} = 0.44$, $\alpha_{sc} = 0.13$ and $\alpha'_{s} = 0.03$ for a RSS superposition rule applied to all of the obstacles. It is emphasized that both of these results are consistent with their corresponding data sets. Note, a full RSS model applied to our data results in least square values of $\alpha'_{s} = 0.055$ and $\alpha_{sc} = 0.19$ for a fixed $\alpha_{l} = 0.2$. While Bergner’s values of $\alpha'_{s}$ and $\alpha_{sc}$ are similar to those found in this study, the $\alpha_{l} = 0.44$ value is highly inconsistent with the data reported in this study. This difference is largely attributed to the corresponding differences in the $L_{i}$, as shown in in Figure 6.
Finally there are a number of intrinsic sources of uncertainty in these types of analyses. As shown by Bergner, various assumptions in the analytical model used in the fitting can lead to very different results for the $\alpha_i$. Further, there are uncertainties in both the microstructural (especially for the loops), and mechanical property measurements (like converting $\Delta H_v$ to $\Delta \sigma_y$).

**Future Work**

The approach developed here for the simple Fe 3-18%Cr binary alloys is being extended, in work underway, to modeling microstructure-property relations in multiphase-multiconstituent structural steels following neutron and charged particle irradiations, which result in additional hardening features (such as bubbles and voids as well as other precipitates), and must consider contributions to the strength contributions from features present prior to irradiation (and including their evolution under irradiation).
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1.5 WELD PROPERTY EVALUATION OF MODIFIED 3Cr-3WVTa BAINITIC STEEL—Y. Yamamoto
(Oak Ridge National Laboratory)

OBJECTIVE

This work aims to develop new bainitic steels, based on 3Cr-3WVTa steels originally developed at Oak Ridge National Laboratory (ORNL). The goal is mechanical properties of both base metal and weldments superior to those of existing commercial bainitic steels or ferritic-martensitic (F-M) steels, together with no requirement for post-weld heat treatment (PWHT). The target applications are high temperature structural components in fusion reactors such as vacuum vessel, structural ring which supports the blanket modules, and magnet shields, to be used at or above the 400-500ºC range. Improvement of long-term creep properties by introducing additional fine, stable second-phase dispersions, as well as maintaining good weldability, is targeted via optimization of alloy composition and thermo-mechanical heat treatment.

SUMMARY

Property evaluation of newly proposed 3Cr-3WVTa base steel with high Mn +Si and low C (ID: MSLC2) with a design strategy for PWHT-free use has been initiated. A gas tungsten arc weld (GTAW) was joined normalized-and-tempered plates of the new steel with compositionally matched weld filler metal. Cross-weld creep-rupture test results indicated that the creep-rupture occurred in the heat affected zone (HAZ) in both as-welded and PWHT specimens and the PWHT resulted in two-orders of magnitude shorter creep-rupture life than the as-welded specimen. This was due to over-tempering of the base metal in the HAZ which led to the loss of creep resistance, suggesting that the microstructural stability during welding is the key to improving the cross-weld creep properties. Another set of welded specimens made using “as-normalized” base metal prior to the weldment was prepared to give better expected microstructural stability in the HAZ and improved cross-weld properties compared to the initial result. In Charpy impact testing, the new steel exhibited temper-embrittlement after standard tempering (700°C/1h). However, over-tempering (760°C/1h) resulted in a ductile brittle transition temperature similar to the as-normalized specimens.

PROGRESS AND STATUS

Introduction

Developmental of new bainitic steels was initiated in the Fusion Materials Program in FY2014, as a modification of the original 3Cr-3WVTa steels developed at ORNL [1, 2, 3]. The target applications include vacuum vessels or structural rings supporting the blanket modules in fusion reactor applications such as the conceptual US Fusion Neutron Sciences Facility (FNSF) [4]. The current alloy design strategy is to produce material usable without post-weld heat treatment (PWHT-free) to lower the capital cost of these permanent, large volume components. A potential concern in the characteristics of the PWHT-free components is the property inhomogeneity of the as-welded material across the weldment. Such inhomogeneity needs to be minimized to avoid any premature failure attributed to itself (e.g. stress concentration). To solve that potential issue, an alloy design was proposed which focused on decreasing the hardness in the normalized condition without losing the high “hardenability” to promote the carbide-free acicular bainite ferrite formation. Based on this design strategy, a steel with 2 wt.% Mn combined with 0.05% C (ID: MSLC2, shown in Table 1) was suggested with guidance from computational thermodynamics. The lab-scale heat of the steel prepared at ORNL successfully showed less hardness in the normalized condition compared to that of the original steel, whereas the hardness after tempering remained comparable to the original. The cross-weld hardness distribution in the steels also indicated a successful reduction of the hardness inhomogeneity across the weld, suggesting that the new design strategy is potentially suitable for PWHT-free behavior. A vacuum induction melted ingot (~30 kg) was commercially procured in early 2017, and then thermo-mechanically processed at ORNL to prepare a hot-rolled plate with 0.5-inch-thickness.
Table 1: Nominal compositions of original 3Cr-3WVTa and MSLC2, balanced Fe

<table>
<thead>
<tr>
<th>Heat</th>
<th>Composition, wt.%</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C</td>
<td>Mn</td>
</tr>
<tr>
<td>Original</td>
<td>0.10</td>
<td>0.40</td>
</tr>
<tr>
<td>MSLC2</td>
<td>0.05</td>
<td>2.00</td>
</tr>
</tbody>
</table>

As reported previously [5], creep-rupture properties of MSLC2 base metal (normalized-and-tempered, NT) at 550°C and 400-480 MPa exhibited similar creep properties to the original steel, suggesting that the high Mn addition successfully compensated for the potential creep degradation due to low carbon content. A gas tungsten arc weld (GTAW) was also produced with the NT plate with compositionally matched weld filler wire for evaluation of the cross-weld properties such as creep and Charpy impact toughness. It was found that the weld strength reduction factor of the MSLC2-NT plate was ~0.8 at 550°C, which was comparable to the low Cr steel weldments reported in the American Society of Mechanical Engineers (ASME) B31.3 [6].

In this report, the cross-weld creep properties with and without PWHT is discussed, in conjunction with the microstructure and simulated creep tests with the over-tempered base metal specimens.

Results

Figure 1 shows the creep-ruptured specimens of the cross-weld MSLC2-NT in “As-welded” and “PWHT (at 700°C for 1h)” conditions, tested at 550°C and 400MPa. The rupture lives were 272 h and 1.5 h, respectively. Both specimens ruptured not in the weld metal but relatively outside of the HAZ. The as-welded specimen showed mostly no changes in the gage diameter in both weld and base metals, and the deformation (and rupture) occurred along a very narrow region of the HAZ (so-called “inter-critical heat affected zone” or “ICHAZ”). On the other hand, the PWHT specimen exhibited large necking inside the HAZ, although the creep rupture propagated in almost the same region (i.e. ICHAZ) in the as-welded specimen. The narrow region corresponded to the base metal additionally annealed below Ac1 temperatures, the region may be equivalent to the over-tempered base metal specimen.

![Figure 1](image_url)

Figure 1. Cross-weld creep-rupture tested specimens of MSLC2-NT at 550°C and 400 MPa: (a) as-welded, and (b) PWHT specimens. The cross-sectional microstructures of the rupture specimens are also shown.
The creep properties of the base metals with over-tempering resulted in significantly lower creep deformation resistance. Figure 2 summarizes the effect of tempering conditions on creep-rupture life at 550°C and 400 MPa (and comparison with the cross-weld creep properties). The standard NT specimen (tempered at 700°C for 1 h) exhibited around 2200 h life at the test condition, whereas the over-tempered specimen (760°C for 1 h) showed only 7.3 h life which was similar to the rupture life of the PWHT specimen. This result indirectly indicated that the over-tempered condition at the HAZ (especially at the ICHAZ) could be the major source of creep degradation of the cross-weld specimens. Since the heat from the weldment would not be eliminated, the potential best condition of the base metal prior to welding could be non-tempered (=as-normalized) condition.

![Figure 2. Comparison of creep-rupture lives of MSLC2-NT series (the cross-weld and base metals) at 550°C and 400 MPa.](image)

Figure 3 shows the temperature dependence of Charpy impact absorbed energies of MSLC2 in as-normalized and tempered conditions. The steel was found to show "temper embrittlement" in the standard tempered conditions: the ductile brittle transition temperature (DBTT) increased from 30°C in as-normalized condition to 75°C after tempering at 700°C for 1 h. This could be due to relatively high Si content (combined with the high Mn addition) since it might cause increasing phosphorus segregation at grain boundaries to promote grain boundary cracking [7]. It is suggested that alloy modification may require as one of the potential solution, lowering the Si content. The embrittlement issue of the steel seemed to be resolved by applying over-tempering at 760°C which lowered the DBTT to 22°C. However, as discussed earlier, it would conflict with the creep property degradation.
Based on these considerations, additional property screening of the welded plate was proposed which used the “as-normalized” base metal plate to be welded. This could result in better microstructural stability at the HAZ and improved cross-weld properties compared to the initial result. Two different weld plates were prepared as shown in Figure 4: one consisted of a single-V groove weld (Plates A&B), and the other had a custom-shaped groove with one side perpendicular to the plate surface (Plates C&D). The former will be used for cross-weld creep specimens, and the latter will be machined into two different Charpy impact test specimens (ASTM E23) with the V-notch locates on the weld (TS0XW) and the HAZ (TS0XH).

Cross-Sectional microstructure and the Vickers hardness distribution were characterized as shown in Figure 5. Both welded plates showed no defects from visual inspections from the surface or the cross-sectional view, and the locations of the weld metals and the HAZ could be easily defined, which helped machining the notches of the Charpy impact test specimens. The contour map of the Vickers hardness indicated the several soft bands corresponding to the tempered beads formed during multiple weld passes, although there were no other specific regions showing “abnormal” features compared to the conventional welded specimens. The specimen machining is currently in progress.
Figure 5. Cross-sectional microstructure of two different welded plates (with as-normalized base metal plates), together with contour maps of the Vickers hardness in the areas designated by the yellow boxes.
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1.6 FATIGUE PRECRACKING M4CVN TYPE STEEL SPECIMENS FOR THE EUROFusion PROJECT—X. Chen, R.L. Swain, E.T. Manneschmidt, K.D. Linton, Y. Katoh (Oak Ridge National Laboratory)

OBJECTIVE

The aim of this task is to perform fatigue pre-cracking of multi-notch bend type specimens (referred to as M4CVN specimens hereafter) for the EUROFusion project. Fatigue pre-cracking results in a sharp initial crack in the specimen, necessary for fracture toughness testing.

SUMMARY

We performed fatigue pre-cracking of M4CVN specimens for the EUROFusion project. The test materials include different variants of reduced activation ferritic and martensitic (RAFM) steels from both Europe and US for the EUROFusion project. This report summarizes fatigue pre-cracking results of the Eurofer 97 baseline material newly received from the sponsor.

PROGRESS AND STATUS

Introduction

In the EUROfusion project, the irradiation effects on transition fracture toughness of Eurofer 97 RAFM steel is one of the core required properties. To fully utilize limited irradiation volume in High Flux Isotope Reactor (HFIR), a M4CVN specimen, which enables four fracture toughness tests in one single specimen, is used. The prerequisite of transition fracture toughness testing is to create a sharp starting crack in the specimen which is realized by high frequency fatigue pre-cracking. The aim of this task is the fatigue pre-cracking on M4CVN specimens for the project. Detailed descriptions of the experimental setup, test procedures, and earlier fatigue pre-cracking results can be found in [1]. This report summarizes fatigue pre-cracking results of the newly received Eurofer 97 baseline material.

Results

The detailed fatigue pre-cracking records for all tested M4CVN specimens are listed in Table 1. The Eurofer 97 baseline material newly received from the sponsor is assigned as material Group E. The final fatigue pre-crack length for each notch was approximately 1.485 mm (0.0585 inch) corresponding to a crack length to specimen width ratio (a/W) of 0.45.

<table>
<thead>
<tr>
<th>Specimen ID</th>
<th>Notch location</th>
<th>Stress intensity (MPa√m)</th>
<th>Peak load (N)</th>
<th>a/W ratio</th>
<th>Fatigue cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>E000</td>
<td>L</td>
<td>11.9</td>
<td>284</td>
<td>0.451</td>
<td>332,157</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.9</td>
<td>262</td>
<td>0.450</td>
<td>392,811</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.9</td>
<td>274</td>
<td>0.450</td>
<td>338,824</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.9</td>
<td>297</td>
<td>0.450</td>
<td>282,684</td>
</tr>
<tr>
<td>E001</td>
<td>L</td>
<td>11.9</td>
<td>289</td>
<td>0.450</td>
<td>283,210</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.9</td>
<td>277</td>
<td>0.450</td>
<td>255,198</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.9</td>
<td>282</td>
<td>0.450</td>
<td>279,846</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.9</td>
<td>302</td>
<td>0.450</td>
<td>255,200</td>
</tr>
<tr>
<td>E002</td>
<td>L</td>
<td>11.9</td>
<td>298</td>
<td>0.450</td>
<td>246,331</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.9</td>
<td>276</td>
<td>0.451</td>
<td>305,871</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.9</td>
<td>286</td>
<td>0.450</td>
<td>264,108</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.9</td>
<td>295</td>
<td>0.451</td>
<td>286,433</td>
</tr>
</tbody>
</table>

Table 1. Fatigue precracking records for M4CVN steel specimens
<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>E003</td>
<td>L</td>
<td>11.9</td>
<td>281</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.9</td>
<td>276</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.9</td>
<td>274</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>287</td>
<td>0.450</td>
</tr>
<tr>
<td>E004</td>
<td>L</td>
<td>11.5</td>
<td>276</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>266</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>263</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>279</td>
<td>0.451</td>
</tr>
<tr>
<td>E005</td>
<td>L</td>
<td>11.5</td>
<td>285</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>280</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>272</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>287</td>
<td>0.450</td>
</tr>
<tr>
<td>E006</td>
<td>L</td>
<td>11.5</td>
<td>284</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>271</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>267</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>278</td>
<td>0.450</td>
</tr>
<tr>
<td>E007</td>
<td>L</td>
<td>11.5</td>
<td>267</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>269</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>259</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>271</td>
<td>0.451</td>
</tr>
<tr>
<td>E008</td>
<td>L</td>
<td>11.5</td>
<td>290</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>271</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>266</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>276</td>
<td>0.451</td>
</tr>
<tr>
<td>E009</td>
<td>L</td>
<td>11.5</td>
<td>292</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>289</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>290</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>294</td>
<td>0.450</td>
</tr>
<tr>
<td>E010</td>
<td>L</td>
<td>11.5</td>
<td>293</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>280</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>285</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>295</td>
<td>0.450</td>
</tr>
<tr>
<td>E011</td>
<td>L</td>
<td>11.5</td>
<td>293</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>278</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>279</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>279</td>
<td>0.450</td>
</tr>
<tr>
<td>E012</td>
<td>L</td>
<td>11.5</td>
<td>286</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>280</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>276</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>277</td>
<td>0.451</td>
</tr>
<tr>
<td>E013</td>
<td>L</td>
<td>11.5</td>
<td>286</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>275</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>270</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>283</td>
<td>0.450</td>
</tr>
<tr>
<td>E014</td>
<td>L</td>
<td>11.5</td>
<td>283</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>290</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>283</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>287</td>
<td>0.450</td>
</tr>
<tr>
<td>E015</td>
<td>L</td>
<td>11.5</td>
<td>288</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>267</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>268</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>267</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>E016</td>
<td>L</td>
<td>11.5</td>
<td>285</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>279</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>276</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>281</td>
<td>0.451</td>
</tr>
<tr>
<td>E017</td>
<td>L</td>
<td>11.5</td>
<td>268</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>244</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>270</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>271</td>
<td>0.450</td>
</tr>
<tr>
<td>E018</td>
<td>L</td>
<td>11.5</td>
<td>286</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>276</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>283</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>286</td>
<td>0.450</td>
</tr>
<tr>
<td>E019</td>
<td>L</td>
<td>11.5</td>
<td>280</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>260</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>262</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>286</td>
<td>0.450</td>
</tr>
<tr>
<td>E020</td>
<td>L</td>
<td>11.5</td>
<td>244</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>12.1</td>
<td>267</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>12.1</td>
<td>244</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>275</td>
<td>0.450</td>
</tr>
<tr>
<td>E021</td>
<td>L</td>
<td>11.5</td>
<td>274</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>267</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>283</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>291</td>
<td>0.450</td>
</tr>
<tr>
<td>E022</td>
<td>L</td>
<td>11.5</td>
<td>294</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>290</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>285</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>285</td>
<td>0.451</td>
</tr>
<tr>
<td>E023</td>
<td>L</td>
<td>11.5</td>
<td>289</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>289</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>282</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>295</td>
<td>0.450</td>
</tr>
<tr>
<td>E024</td>
<td>L</td>
<td>11.5</td>
<td>297</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>267</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>269</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>294</td>
<td>0.451</td>
</tr>
<tr>
<td>E025</td>
<td>L</td>
<td>11.5</td>
<td>283</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>249</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>277</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>275</td>
<td>0.453</td>
</tr>
<tr>
<td>E026</td>
<td>L</td>
<td>11.5</td>
<td>293</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>278</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>269</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>278</td>
<td>0.450</td>
</tr>
<tr>
<td>E027</td>
<td>L</td>
<td>11.5</td>
<td>280</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>276</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>275</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>274</td>
<td>0.450</td>
</tr>
<tr>
<td>E028</td>
<td>L</td>
<td>11.5</td>
<td>278</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>273</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>265</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>276</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>11.5</td>
<td>275</td>
<td>0.450</td>
</tr>
<tr>
<td>----------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>-------</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>245</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>270</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>276</td>
<td>0.450</td>
</tr>
<tr>
<td>E029</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>11.5</td>
<td>285</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>288</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>285</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>288</td>
<td>0.450</td>
</tr>
<tr>
<td>E030</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>11.5</td>
<td>280</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>270</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>271</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>277</td>
<td>0.450</td>
</tr>
<tr>
<td>E031</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>11.5</td>
<td>267</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>267</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>270</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>290</td>
<td>0.450</td>
</tr>
<tr>
<td>E032</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>11.5</td>
<td>290</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>291</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>270</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>282</td>
<td>0.450</td>
</tr>
<tr>
<td>E033</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>11.5</td>
<td>278</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>286</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>285</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>295</td>
<td>0.451</td>
</tr>
<tr>
<td>E034</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>11.5</td>
<td>276</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>287</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>278</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>285</td>
<td>0.450</td>
</tr>
<tr>
<td>E035</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>11.5</td>
<td>279</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>11.5</td>
<td>295</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>11.5</td>
<td>290</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>11.5</td>
<td>279</td>
<td>0.450</td>
</tr>
</tbody>
</table>

*Total fatigue cycles were not recorded for this notch, although the test was successful
**After 180k cycles, no crack growth was observed. The specimen was then compressively loaded to 334 N and resumed fatigue cracking with normal crack growth
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2. ODS AND NANOCOMPOSED ALLOY DEVELOPMENT
2.1 BASELINE APT STUDIES OF UNIRRADIATED 14YWT ARCHIVE FOR THE IN-SITU HELIUM INJECTION EXPERIMENT—Karen Kruska, Danny Edwards, Richard J. Kurtz (Pacific Northwest National Laboratory)

OBJECTIVE

The objective is to measure the oxide nanocluster distribution in unirradiated 14YWT to compare to the nanoclusters present in the 14YWT after irradiation at 500°C in the High Flux Isotope Reactor (HFIR).

SUMMARY

Atom probe tomography (APT) analysis was conducted on the unirradiated 14YWT archive material, parts of which were used for the in-situ injection helium studies (ISHI) conducted in HFIR. The analysis from three needles revealed an average Y-Ti-O cluster density of ranging from 4.4 to 8.4 x 10^{23} m^{-3} with an average size of 4.4 nm. This analysis agrees with measurements for this alloy in the unirradiated state conducted by the other researchers. Comparing the current results to those obtained from samples of 14YWT neutron irradiated to 21 dpa at 500ºC revealed no measurable changes in the size distribution or the number density of the particles.

PROGRESS AND STATUS

Introduction

Several ferritic alloys were irradiated in an ISHI experiment aimed at exploring the effects of neutron irradiation at 300, 400 and 500°C with high levels of helium injected via transmutation of a nickel aluminide coating [1]. Recently, post-irradiation examinations (PIE) on two of the ferritic oxygen dispersion strengthened (ODS) alloys, 14YWT and 14YW (21 dpa at 500°C with a total level of 1230 appm of helium injected over the irradiation cycle) have been presented [2]. The 14YWT analysis was taken from the neutron irradiated side of the sample, i.e. no helium was injected on that side of the sample. Both alloys are oxide dispersion strengthened 14Cr alloys containing yittria additions, the 14YWT also has 0.4 wt% Ti added to refine the oxide dispersion to less than 2 nm with densities approaching 10^{24} particles per m^{3}. The PIE utilized both APT and aberration-corrected scanning transmission electron microscopy (TEM) to explore the stability of the microstructure after irradiation in HFIR at 500°C [1], focusing on the alpha prime and small nanoclusters of Y-Ti-O. As a follow-up to this work, we report here the APT analysis of the unirradiated archive 14YWT to help establish the changes in the oxide nanoclusters due to irradiation. Work on the 14YW alloy is being continued and will be reported at later date.

Experimental Procedure

The history of the 14YWT is described in detail elsewhere [3-5], and will only be briefly addressed here. The heat of 14YWT in this study is an early prototype of the nanostructured ferritic alloys that came out of the dissertation work of Aylinger [3,4] and collaborators at the University of California-Santa Barbara (UCSB) and Oak Ridge National Laboratory (ORNL), and was referred to as U14YWT in their publications. Archive material was made available by Professor Robert Odette and his team at UCSB as part of collaborative work on the irradiation effects of the alloy. The nominal composition of this alloy is provided in Table 1.

Several APT needles were extracted from an electro polished TEM disc using a Field Electron and Ion Company (FEI) Quanta 3D. Backscatter electron imaging mode was used to locate a fine-grained region as shown in Figure 1. The APT analysis was conducted in a Cameca Local Electrode Atom Probe (LEAP) 4000HR with a laser wavelength of 255 nm (UV) with a pulse energy of 60 pJ and a frequency of 125 – 250 kHz at a set temperature of 40 K. Cluster analysis was performed using the ordering points to identify the clustering structure (OPTICS) cluster search algorithm developed by Wang et al. [5].
Figure 1. SEM BSE image showing the grain structure in the unirradiated 14YW archive. The APT needles were extracted from the region outlined in yellow, which effectively marks the Pt cap placed on the sample.

Table 1. Composition of 14YWT

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Al</th>
<th>Si</th>
<th>Ti</th>
<th>Cr</th>
<th>Mn</th>
<th>Fe</th>
<th>Ni</th>
<th>Y</th>
<th>Mo</th>
<th>W</th>
<th>Re</th>
<th>Os</th>
</tr>
</thead>
<tbody>
<tr>
<td>14YWT</td>
<td>0.82</td>
<td>0.22</td>
<td>0.41</td>
<td>13.76</td>
<td>2.16</td>
<td>79.25</td>
<td>0.09</td>
<td>0.13</td>
<td>0.07</td>
<td>2.04</td>
<td>0.21</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Results

Ion maps are provided in Figure 2 showing the Y-Ti-O distribution of the oxide nanoclusters in each needle based on iso-concentration surfaces of 0.6 at % Y. The spatial distribution is homogenous, and no grain boundaries or interfaces were captured in these three needles. The ion maps indicated small clusters containing Y, TiO as well as CrO ions, all of which were used for the OPTICS cluster search algorithm. The count statistics for each data set are shown in Table 2. Note some variability within the number density of nanoclusters between the three needles, but these values are typical for this class of alloys that include Ti as a particle refinement addition. These nanocluster densities match those reported by Ayling er and coworkers [3,4] based on both APT and small angle neutron scattering experiments. The proxigram taken from one of the larger particles in the one of the needles shows a one to one correlation between the Ti and Y inside the particle. A histogram showing the size distribution for 597 clusters is shown in Figure 4a. The size distribution is almost symmetrical, with an average size of 4.4±0.99 nm, which is essentially identical to the 4.1±0.93 nm measured for the irradiated 14YWT reported previously [2]. A comparison of the size distributions is provided in Figure 4b, clearly demonstrating no significant difference after irradiation to 21dpa at 500°C.
Figure 2. 3D ion maps showing the distribution of Y-Ti-Cr-oxide clusters in 3 APT datasets of unirradiated 14 YWT.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Volume of data set (nm$^3$)</th>
<th># of precipitates</th>
<th>Diameter (nm)</th>
<th>Density (m$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>303,417</td>
<td>239</td>
<td>4.39±0.92</td>
<td>7.88E+23</td>
</tr>
<tr>
<td>(b)</td>
<td>451,113</td>
<td>197</td>
<td>4.43±0.94</td>
<td>4.37E+23</td>
</tr>
<tr>
<td>(c)</td>
<td>122,634</td>
<td>103</td>
<td>4.35±1.24</td>
<td>8.40E+23</td>
</tr>
</tbody>
</table>
Figure 3. Typical proximity-histogram showing the composition inside one of the larger oxide clusters.

![Typical proximity-histogram showing the composition inside one of the larger oxide clusters.](image)

Figure 4. (a) Histogram showing the size distribution of the Y-Ti-Cr-oxide precipitates. (b) Comparison of the relative size distribution before and after neutron irradiation at 500°C to 21 dpa (no helium injection).

![Histogram showing the size distribution of the Y-Ti-Cr-oxide precipitates.](image)

**Future Work**

1) Complete the matrix of experiments by conducting Scanning Transmission Electron Microscope (STEM) analysis of NIO 14YW, ISHI 14YWT.

2) Explore the relationship between oxide and alpha prime distributions in regions of different gain sizes, perform a correlative STEM analysis in the same region from which 3D-APT dataset are extracted.
3) Conduct TEM imaging/STEM elemental mapping on each APT needle before it is run in the atom probe to develop a correlative analysis of the distribution of cavities, particles and α'-phase particles.

4) Comparison with the archive 14YW material following the same sampling guidelines with respect to grain characteristics.
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2.2 VISCOPLASTIC SELF-CONSISTENT MODELING OF DEFORMATION PROCESSING A 14YWT NANOSTRUCTURED FERRITIC ALLOY—S. Pal, M. E. Alam, G. R. Odette (University of California Santa Barbara)

OBJECTIVE

Viscoplastic self-consistent (VPSC) modeling is used to simulate the texture development of the 14YWT NFA-1 alloy, produced by three different processing routes, and compared to experiment, in order to gain insight of the deformation processing of defect-free product forms.

SUMMARY

Orientation analysis of the texture data measured using electron backscatter diffraction (EBSD) on the hot extruded 14YWT-NFA-1 billet shows a moderate α-fiber texture with a high volume fraction of {111}<110> and {112}<110> components. Annealing and subsequent high-temperature cross-rolling of a hot extruded billet strengthens the α-fiber texture, and the highest texture intensity is shifted towards {001}<110> component. Cross-Rolling aligns a high volume fraction of {001} planes normal to the plate through-thickness direction. In contrast, subsequent hot hydrostatic extrusion of thin wall tubing weakens the α-fiber texture, and shows high texture intensities around the {111}<110> and {112}<110> α-fiber components, versus the dominant {001}<110> brittle component in the cross-rolled plate. Moreover, hot hydrostatic extrusion completely heals micro cracks. Texture evolution of α-Fe during various deformation processing steps was modeled using the VPSC code, developed by Lebarson and Tome et al. [1]. The simulated texture matches the experimental observations. The applied stress state, total strain, slip mode of bcc Fe, and interaction between the polycrystalline grains mediate the overall texture development in NFA-1. Further, \( \tau_{32} \) and \( \tau_{23} \) stress components play a key role in texture development.

PROGRESS AND STATUS

Introduction

Nanostructured ferritic 14YWT alloys (NFA) containing 12-14 wt. % Cr, exhibit outstanding thermal stability, an excellent strength and toughness combination, and remarkable radiation tolerance [2]. The NFAs contain ultra-high density \( \approx 10^{23-10^{24}}/m^3 \), 2-4 nm \( Y_2Ti_2O_7 \) oxides along with a very high dislocation densities and predominantly \( \mu \)-sized grains [3]. However, conventional deformation processing of hot extrusions followed by cross-rolling introduces low toughness brittle cleavage texture components, leading to a large population of microcracks on planes normal to the through-thickness direction, thus running parallel to the plate faces [4,5]. Hot hydrostatic extrusion, carried out at Case Western University, successfully produces thin wall tubing from the cross-rolled plate, while eliminating the microcracks [4,6]. Texture and texture component characterization following the three different steps of deformation processing (hot extrusion, cross-rolling and hot hydrostatic extrusion) have been carried out [4,6]. Hot extrusion of a billet produces a mix of <111> (dominant) and <100> texture which transform to a large volume fraction of <100> in the normal direction (ND) of cross-rolled plates, that lead to the formation of microcracks. Notably, subsequent hydrostatic extrusion results in a dominant <111> texture in the radial direction of the tube (equivalent to ND of the plate) [4,6,7]. Clearly, the processing route has a huge impact on texture and damage developed during deformation processing.

Therefore, it is of great interest to model these processing steps in order to optimize deformation paths to produce various NFA product forms. Here, we use the crystal plasticity based VPSC modeling code to simulate the different processing routes to predict the final crystallographic texture and stress-strain response of the alloy that can be compared to experiment. Furthermore, we qualitatively compare the experimentally observations for the three different deformation paths described above.
Materials

Three different thermo-mechanical processing routes, hot extrusion, hot cross-rolling and hot hydrostatic extrusion of NFA-1 are simulated. Experimental details have been reported elsewhere [6,7]. Figure 1 describes the sample geometry along with sample orientation with respect to the primary deformation axis.

![Figure 1](image)

Figure 1. a) Schematic illustrations of the deformation directions and geometries of a) the extruded billet; b) cross-rolled plate; and c) hydrostatically extruded tube. The initial extrusion direction shown for all three deformation steps.

The texture was measured on the polished sections of the different orientation from the three different conditions using the EBSD technique in a Field Electron and Ion Company (FEI) Quanta Scanning Electron Microscopy (SEM) with an Oxford Instruments EBSD camera. Data collection was carried out using the HKL software. The EBSD measurements were carried out at 15kV, with a spot size of 6 and a pixel size of 50 nm. EBSD data were analyzed and plotted using the MTEX software package.

Viscoplastic self-consistent (VPSC) modeling

The macroscopic stress-strain response and texture evolution of crystalline material was modeled using the VPSC code. In this model, each grain is considered as an ellipsoidal viscoplastic inclusion, embedded in an anisotropic homogeneous effective medium, which represents the average properties of all the adjoining grains. The grain-matrix interaction is treated with the inclusion formalism proposed by Eshelby. The model is also able to calculate yield locus, Lankford parameter and material responses such as grain shape, slip, and twin activity. The details formulation of the model is described elsewhere [1]. The kinematics of the VPSC model is briefly described below.

The notation x(X) and X mark the initial and final coordinates of a point in the deformed material, where u=x-X is the total displacement of the point. The local grain and macroscopic (polycrystal) deformation are characterized by the same velocity gradient tensor (L) and deformation gradient tensor (F), defined as:

\[ L = \frac{\partial u_i}{\partial x_j} \]  
\[ F = \frac{\partial x_i}{\partial X_j} \]
The coordinates of the displaced point can be written as

\[ x = F \cdot \chi \quad (3) \]

The strain and rotation rates are the symmetric and skew-symmetric components of the velocity gradient tensor \( \dot{L} \). Since \( \dot{F} = L \cdot \dot{F} \), the deformation gradient can be updated incrementally by using the following equation

\[ F_{\text{New}} = (F^{\text{Old}} + F' \Delta t) = (I + L \Delta t) F^{\text{Old}} \quad (4) \]

In order to determine the texture formation during plastic deformation, the initial texture of the material is subjected to appropriate stress and strain condition boundary conditions. The velocity gradient of the strain rate tensor is given by

\[ \dot{L} = \begin{pmatrix} L_{11} & L_{12} & L_{13} \\ L_{21} & L_{22} & L_{23} \\ L_{31} & L_{32} & L_{33} \end{pmatrix} \cdot \dot{\varepsilon}, \]

where \( \dot{\varepsilon} \) is a scalar measure of the strain rate (/s).

The polycrystal plasticity model calculates the material response in terms of the active slip system \( s \), the resulting resolved stresses and strains, grain reorientation and strain hardening, etc., to predict the anisotropy and texture evolution.

In the VPSC scheme, each grain or orientation is considered as a visco-plastic inclusion embed in a homogeneous effective viscoplastic medium that represents average properties of all other grains and orientations. The response of the medium need not be known a priori; rather, it is adjusted ‘self-consistently’ to coincide with the average response of all the orientations constituting the aggregate. On the grain level, plastic deformation occurs through crystallographic slip at a shear strain rate of \( \dot{\gamma} \) on a number of crystallographic slip planes \( s \), depending upon the critical resolved shear stress value of that particular plane \( \tau_s \). The stress and strain tensors are related through a power law plasticity rule. The macroscopic strain rate \( \dot{\varepsilon}_{ij} \) for a given grain is related to the stress tensor \( \sigma_{ij} \) by the following relation:

\[ \dot{\varepsilon}_{ij} = \dot{\gamma}_0 \sum_{s=1}^{N} m_{ij} \left( \frac{m_{ij} \Gamma}{\tau_s} \right)^n \]

where \( \dot{\gamma}_0 \) and \( \tau_0 \) are the threshold shear strain rate and stress for a slip system \( s \), respectively; \( n \) is inverse the strain rate sensitivity and \( N \) is the number of slip systems. The evolution the critical threshold stress with deformation strain is predicted by the extended Voce law:

\[ \tau_s(\Gamma) = \tau_0 + (\tau_1 + \theta_1 \Gamma) \left( 1 - \exp\left( -\frac{\theta_0 \dot{\gamma}^s}{\tau_1} \right) \right) \quad (8) \]

Here \( \Gamma = \int_0^\Gamma \sum_s |\dot{\gamma}^s| \, dt \)

\[ \]

where \( \dot{\gamma}^s \) is the shear rate on slip system \( s \). Four parameters, \( \tau_0, \tau_1, \theta_0 \) and \( \theta_1 \), contribute to the hardening on the slip system that models the stage II to IV overall hardening response of the polycrystalline material. The geometric Schmid tensor \( m_{ij} \) is related to the crystallographic slip through the relation:

\[ m_{ij} = (b_i' n_j' + b_j' n_i')/2 \]

where \( b_i' \) and \( n_j' \) are the direction and normal of the slip system \( s \), respectively. In the VPSC approach, \( d_{ij} \) and \( \sigma_0 \) are related to the average polycrystal strain rate through an interaction equation:

\[ (D - d) = n_{\text{eff}} \vec{M} ; (\Sigma - \sigma) \quad (10) \]

The tensor \( \vec{M} \) is a visco-plastic interaction compliance and \( n_{\text{eff}} \) is an effective inverse rate sensitivity, which tunes the strength of coupling between stress deviation and associated strain rate deviation. Based on the Eq. 10, average stiffness of the matrix increases as the \( n_{\text{eff}} \) decreases. When, \( n_{\text{eff}} = 0 \), strain rate in the grain will become same as the average irrespective of stress condition; this reproduces the Taylor criteria. Conversely, \( n_{\text{eff}} = \infty \), gives zero stress deviation to keep the strain rate at infinity, which corresponds to
Sachs model. Therefore, VPSC is a robust scheme to predict texture development during plastic deformation depending upon the range of value chosen for $n^{eff}$.

**Results**

Texture of the as-processed: i) as extruded billet; ii) as extruded, annealed and cross-rolled plate; and, iii) hydrostatically extruded thin wall tube were characterized using EBSD. 2D Orientation Density Functions (ODF) plots for a constant $\Phi_2 = 0$ and $45^\circ$ sections are shown in the Figure 2.
Figure 2. 2D ODF plots for the $\phi_2 = 0$ a) and 45° b) sections of the NFA-1 extrusion for the ND plane view. Figures c) and d) are the $\phi_2 = 0$ and 45° sections of the 2D ODF plots for the NFA-1 cross-rolled plate. Figures (e) and (f) of the ED plane view of the $\phi_2 = 0$ and 45° texture components for the hydrostatically extruded tube (see Figure 1 for the orientation). Figures g) and h) are the ideal $\phi_2 = 0$ and 45° texture components, respectively, for bcc steels, with the highest intensities marked by the circles.
The ODF plots of the Figure 2 reveal that the deformation produces an α-fiber texture, which persist the three stages of deformation. The initial extrusion produces α-fiber with the strongest texture intensities for the \{111\} <110> and \{112\}<110> components. Cross-Rolling strengthens the α-fiber texture and produces a very high volume fraction of \{001\}<110> component. Therefore, a high volume fraction of \{001\} crystallographic planes of bcc-Fe are aligned on planes normal to the thickness direction and parallel to the plate faces. Previously, it has been shown that alignment of this high volume fraction of \{001\} type planes normal to the thickness direction of the cross-rolled plate is responsible for producing high density of microcracks in the through-thickness direction of the plate, due to the low value of fracture toughness (≈3-5 MPa√m) value of the \{001\}<110> cleavage system. Notably, tubing produced a hydrostatic extrusion of the cross-rolled plate does not exhibit any microcracking. The SEM micrographs of the planes perpendicular the original extrusion direction, as shown in Figure 1, also represent the thickness direction of the three deformation conditions, are shown in Figure 3. The SEM observation clearly indicates that cross-rolling introduces microcracks normal to the through-thickness direction of the cross-rolled plate. A detailed micromechanism of the microcracking was described previously in Ref [4,7].

![Figure 3. SEM micrographs of the ED plane view of the a) as extruded bar; b) cross-rolled plate; and, c) hydrostatically extruded tube.](image)

The volume fractions of the dominant texture components of three different specimens calculated from the EBSD data using the MTEX program are shown in Table 1. The angular resolution of volume fraction calculation is 20°.

<table>
<thead>
<tr>
<th>Texture component</th>
<th>Extruded billet</th>
<th>Cross rolled plate</th>
<th>Hydro. extruded tube</th>
</tr>
</thead>
<tbody>
<tr>
<td>{001}&lt;110&gt;</td>
<td>2.23</td>
<td>33.53</td>
<td>4.53</td>
</tr>
<tr>
<td>{001}&lt;100&gt;</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>{112}&lt;110&gt;</td>
<td>19.56</td>
<td>3.27</td>
<td>23.14</td>
</tr>
<tr>
<td>{111}&lt;110&gt;</td>
<td>26.12</td>
<td>2.51</td>
<td>18.76</td>
</tr>
<tr>
<td>{111}&lt;112&gt;</td>
<td>8.21</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 4 shows the true stress-strain curves of the NFA-1 alloy measured in an uniaxial tension test at both 20° and 800°C temperature, taken from the work of Alam et al. [7]. The stress and strain values are plotted from the yield point up to the ultimate tensile strength of the specimen. Figure 4 shows the alloy undergoes isotropic hardening, which is fitted using the Voce hardening law given in Eq. 8. The fitted curves along with the experimental one both are shown in Figure 4. The values of four constitutive parameters in Eq. 8, extracted from the tensile data in Figure 4, are listed in Table 2. The fitted constitutive law at 800°C is used in the VPSC simulation.
Figure 4. Experimental and Voce hardening law fitted stress-strain curve of NFA-1 alloy tested at: a) 20 and b) 800°C.

Table 2. The hardening parameters extracted from the true stress-strain data shown in Figure 4 for a fitted Voce hardening law

<table>
<thead>
<tr>
<th>Voce parameters</th>
<th>( \tau_0 )</th>
<th>( \tau_1 )</th>
<th>( \Theta_0 )</th>
<th>( \Theta_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20°C</td>
<td>782.2</td>
<td>456.0</td>
<td>2483.7</td>
<td>15.3</td>
</tr>
<tr>
<td>800°C</td>
<td>244.4</td>
<td>34.6</td>
<td>51.6</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Simulation of the extrusion process

First, we simulate ideal extrusion process considering randomly oriented \( \alpha \)-Fe grains (similar to powder) which subsequently harden during the deformation following a Voce model. The imposed velocity gradient of the strain rate tensor is chosen as \( \dot{\varepsilon} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -0.5 & 0 \\ 0 & 0 & -0.5 \end{bmatrix} \) for the ideal extrusion process with a total imposed strain of \( \approx 1.34 \). Initially, separate simulations were carried out for both primary slip and pencil glide deformation modes. In case of primary slip of bcc Fe, deformation will only occurs at \{110\}<111> slip system; whereas, \{110\}<111>, \{112\}<111> and \{123\}<111> slip system can be activated during the pencil glide.

ODF plots shown in Figure 5 suggest that VPSC simulation of hot extruded \( \alpha \)-Fe powder successfully captures the formation of \( \alpha \)-fiber along with a weak or broken \( \gamma \)-fiber; however, the texture intensity of different texture components depend on the mode mediating which crystallographic slip occurs on. Comparing with the Figures 2a and b with the Figures 5b and d, suggests that the pencil glide deformation mode produce texture which closer to that observed in as-extruded NFA-1. However, the highest texture intensity component for the experimentally measured ODF is \{111\}<110>, which are predicted for the idealized extrusion process, even for the pencil glide deformation mode. Figure 5d, shows the highest \( \alpha \)-fiber texture intensity is predicted for the \{113\}<110> component, along with a
moderate intensity for the \{112\}<110>. Here, the interaction between the average homogenous viscoplastic medium and individual grains was modeled using affine interaction. Detail of this interaction scheme is described elsewhere \[1,8\]. However, a near exact simulated texture of the hot extruded billet bar is captured, when the simulation is performed using the secant interaction approach. The corresponding ODF plots of the simulated texture are shown in Figure 6. Although the secant interaction can reproduce the texture, observed experimentally for hot extruded NFA-1, the observed strength of highest intensity \{111\}<110> texture component does not match perfectly with the simulation results. The reason for this discrepancy is not known.

Figure 5. 2D ODF plots for the $\varphi_2 = 0$ a), and 45° b) sections of the NFA-1 extrusion, simulated using affine interaction scheme and \{110\}<111> primary slip. Figures c) and d) are the $\varphi_2 = 0$ and 45° sections of 2D ODF plots of extrusion of NFA-1, simulated using affine interaction scheme and pencil glide slip mode.

Figure 6. 2D ODF plots of the $\varphi_2 = 0$ a) and 45° b) sections as extruded NFA-1, simulated using secant interaction scheme and pencil glide deformation mode.
Cross-Rolling simulation

In case of rolling operation, a compressive strain is applied along the thickness (Z) direction of the rolled plate and material starts to flow along the rolling direction, while the strain in the width direction is negligible. For a typical plain strain rolling operation, the velocity gradient tensor \( \dot{L}_{ij} \) takes a typical form of, \( \dot{u} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0.0 & 0 \\ 0 & 0 & -1.0 \end{bmatrix} \). To understand the plastic deformation behavior of the NFA-1 alloy, initially, we simulated the texture development of a randomly oriented \( \alpha \)-Fe system, which is subjected to velocity gradient tensor of ideal rolling operation. A plastic strain, up to \( \varepsilon = 2.0 \), was applied to simulate the rolling, using the pencil glide deformation mode, with both the affine and secant interactions between the inclusion grain and matrix interactions. The simulated ODFs are shown in Figure 7.

Figure 7 indicates that in case of ideal plane-strain deformation, none of the interaction schemes predicts the texture development of NFA-1 during cross-rolling. In both cases, the \( \gamma \)-fiber dominates, with the \{111\}\,<110> component (see Figure 6d) showing highest intensity for affine interaction, while the \{112\}\,<110> is predominant for the secant interaction.

The cross-rolling was performed on the hot extruded billet in seven sequential 10% thickness reduction steps, to a total 50% of total thickness reduction. The total true strain is \( \approx -0.69 \). Before the cross-rolling, the NFA-1 was extruded up to a true strain of 1.34. The failure of the VPSC prediction of the texture developed during cross-rolling is primarily due to an incorrect assumption of the applied stress state (velocity gradient of strain rate tensor), which can be easily seen in the schematic of the rolling process in Figure 8.

Figure 7. 2D ODF plots of the \( \varphi_2 = 0 \) a) and \( 45^\circ \) b) sections the cross-rolled NFA-1 plate, simulated using affine interaction scheme. Figures c) and d) are the \( \varphi_2 = 0 \) and \( 45^\circ \) sections of 2D ODF plots of the cross-rolled NFA-1 plate, simulated using secant interaction scheme. In both the case, the ideal velocity gradient tensor for the rolling process was used.
Specifically, the NFA-1 billet is confined in a mild steel can. Therefore, the assumption of $L_{22} = 0$ and $L_{11} = -L_{33} = 1$ may not be valid for this case. Here, we define the $L_{11}$ component of the velocity gradient tensor as $L_{11} = -(L_{22} + L_{33})$, and the value of $L_{22}$ and $L_{33}$ are chosen as -0.35 and -0.65, respectively, to maintain strain compatibility. During rolling the mild steel can also exerts compressive stress on the NFA-1; hence, the total compressive strain component on the NFA-1 alloy during rolling can be described by adding up both the $zz$ and $yy$ directions axial strain components. The individual values of the components will depend on the dimension of the billet cross-section (35 X 64 mm). As a result, the velocity gradient tensor used for the simulation has the form, $\mathbf{\dot{u}} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -0.35 & 0 \\ 0 & 0 & -0.65 \end{bmatrix}$. The simulation was also performed using both the affine and secant interactions and results are shown in Figure 9. Comparing the simulated ODF with the experimentally measured ODF of the cross-rolled NFA-1 plate (see Figures 2c and d) we conclude that secant interaction accurately predicts the texture development of the NFA-1 alloy during cross-rolling.

Figure 8. A schematic view of the rolling process.

Figure 9. 2D ODF plots of the $\varphi_2 = 0$ a) and 45° b) sections of the cross-rolled NFA-1 plate, simulated using affine interaction scheme. Figures c) and d) are the $\varphi_2 = 0$ and 45° sections of 2D ODF plots of cross-rolled NFA-1, simulated using secant interaction scheme.
Although both the affine and secant interaction schemes successfully predict the formation of strong $\alpha$-fiber texture during the cross rolling; however, the affine interaction underpredicts the highest intensity texture component in the ODF shown in Figure 9b. The highest intensity texture component observed for the cross-rolled plate is $\{001\}<110>$, which is successfully predicted by the secant interaction. In contrast, affine interaction predicts $\{113\}<110>$ as the highest intensity texture component.

The effect of applied true strain on the texture development of the NFA-1 alloy has also been investigated. Simulations were performed to strains of 0.69, 1.34 and 2.0 for the secant interactions. Simulations of the rolling suggest that an increase in the applied strain level increases the intensity of the $\{001\}<110>$ component increases, while the intensity of $\{111\}<110>$ component decreases. Both the experimentally observed (Figures 2b and d) and simulated texture (Figure 10) of NFA-1 deformation processing clearly depicts that the overall texture strength increases with increasing applied strain. It was also previously reported that an increase in the applied strain increases the volume fraction of the $\{001\}<110>$- texture component of the $\alpha$-fiber [9].

**Figure 10.** 2D ODF plots of the $\phi_2=0$ a) and $45^{\circ}$ b) sections of VPSC simulated texture of the cross-rolled NFA-1 at an applied true strain of 0.69. Figures c), d) and e), f) are the same $\phi_2=0$ and $45^{\circ}$ ODF sections for applied strains of 1.34 and 2.0, respectively.
Simulation of hydrostatic extrusion

Hydrostatic extrusion was performed on a gun-drilled tube extracted from the cross-rolled plate. The stain introduced during the hydrostatic extrusion is 1.34, while total cumulative strain applied up to the hydrostatic extrusion is \( \approx 1.34 \) (hot extrusion) + 0.69 (cross-rolling) + 1.34 (hydrostatic extrusion) \( \approx 3.37 \). During the extrusion, the material starts to flow plastically along the xx direction, which is out-of-the-plane of the paper in the schematic shown in Figure 11. A non-zero through-thickness shear stress component \( \tau_{23} = \tau_{32} \) is also presented during the hydrostatic extrusion. The principle stress components for the hydrostatic extrusion are \( \sigma_{11} = \sigma_{11}/2, \sigma_{11}/2 \). Based on the Figure 11, the velocity gradient tensor of the process is defined as \( \dot{u} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -0.5 & 0.05 \\ 0 & 0.05 & -0.5 \end{bmatrix} \). However, the value of \( L_{23} = L_{32} = 0.05 \) in the velocity gradient tensor is chosen arbitrarily assuming the developed shear strain component will be small and only exists in the through-thickness direction or perpendicular to the extrusion direction. Secant type interaction and pencil glide deformation mode were used in the simulation with an applied true strain 3.37. Simulated texture is shown with the help of 2D ODF plots in Figure 12.

![Figure 11. A schematic cross-section view of the hydrostatically extruded tube. The directions of the applied stresses are also shown.](image)

The texture predicted by the VPSC simulation of the hydrostatic extrusion process matches quite the experimentally measured behavior observed on the polished cross-section of the tube. The experimental ODF in Figure 2f shows that the highest intensity texture components is \{112\}<110>, which is the same texture component, also seen in Figure 12b.
Conclusions

- The VPSC modeling technique is able to successfully qualitatively predict the texture development during deformation processing of the 14YWT NFA-1.
- A Taylor type deformation model and secant interaction between the polycrystalline orientations (grains) is the most appropriate assumptions for plastic deformation behavior of NFA-1.
- Constraint imposed by the mild steel can during the deformation processing causes a deviation from the ideal value of the velocity gradient tensor of the applied strain rate during cross-rolling, which helps to stabilize the {001}<110> α-fiber texture components.
- An increase in the applied total strain increases in the volume fraction of {001}<110> texture component increases.

Future work

- Other deformation routes processing will be investigated using VPSC for different product forms.
- We will simulate the creep behavior and determine the stress-strain response of the NFA-1 alloy using the MTS hardening model in the VPSC code.
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3. CERAMIC COMPOSITE STRUCTURAL MATERIAL DEVELOPMENT
3.1 MECHANICAL PROPERTY DEGRADATION OF HIGH CRYSTALLINE SiC FIBER–REINFORCED SiC MATRIX COMPOSITE NEUTRON IRRADIATED TO ∼100 DISPLACEMENTS PER ATOM - IRRADIATED 3C-SiC—Takaaki Koyanagi, Yutai Katoh (Oak Ridge National Laboratory), Takashi Nozawa (National Institutes for Quantum and Radiological Science and Technology), Lance Snead (Stony Brook University)


For the development of silicon carbide (SiC) materials for next-generation nuclear structural applications, degradation of material properties under intense neutron irradiation is a critical feasibility issue. This study evaluated the mechanical properties and microstructure of a chemical vapor infiltrated SiC matrix composite, reinforced with a multi-layer SiC/pyrolytic carbon–coated Hi-NicalonTM Type S SiC fiber, following neutron irradiation at 319 and 629 °C to ∼100 displacements per atom. Both the proportional limit stress and ultimate flexural strength were significantly degraded as a result of irradiation at both temperatures. After irradiation at 319 °C, the quasi-ductile fracture behavior of the nonirradiated composite became brittle, a result that was explained by a loss of functionality of the fiber/matrix interface associated with the disappearance of the interphase due to irradiation. The specimens irradiated at 629 °C showed increased apparent failure strain because the fiber/matrix interphase was weakened by irradiation-induced partial debonding.
3.2 DIMENSIONAL STABILITY AND ANISOTROPY OF SiC AND SiC-BASED COMPOSITES IN TRANSITION SWELLING REGIME—Yutai Katoh, Takaaki Koyanagi, Joel McDuffee (Oak Ridge National Laboratory), Lance Snead (Massachusetts Institute of Technology), Ken Yueh (Electric Power Research Institute)


Swelling, or volumetric expansion, is an inevitable consequence of the atomic displacement damage in crystalline silicon carbide (SiC) caused by energetic neutron irradiation. Because of its steep temperature and dose dependence, understanding swelling is essential for designing SiC-based components for nuclear applications. In this study, swelling behaviors of monolithic CVD SiC and nuclear grade SiC fiber/SiC matrix (SiC/SiC) composites were accurately determined, supported by the irradiation temperature determination for individual samples, following neutron irradiation within the lower transition swelling temperature regime. Slightly anisotropic swelling behaviors were found for the SiC/SiC samples and attributed primarily to the combined effects of the pre-existing microcracking, fiber architecture, and specimen dimension. A semi-empirical model of SiC swelling was calibrated and presented. Finally, implications of the refined model to selected swelling-related issues for SiC-based nuclear reactor components are discussed.
3.3 WIGNER ENERGY IN SILICON CARBIDE—Lance Snead (Stony Brook University) Takaaki Koyanagi, Yutai Katoh and Kurt Terrani (Oak Ridge National Laboratory)

OBJECTIVE

This study aims to quantify the amount of stored energy available for release upon annealing in silicon carbide. This fundamental information should prove useful for accident modeling of fusion nuclear systems using SiC/SiC composites.

SUMMARY

High Flux Isotope Reactor (HFIR) irradiated silicon carbide samples, receiving dose from millidpa to tens of dpa near 60-90°C, underwent both microstructural and stored energy release measurements. Above 1 dpa, as expected, amorphization occurs. For doses lower than the amorphization threshold the lattice distortion occurs approximately linear with dose up to a remarkable ~ 8% swelling. Over the same dose the stored energy release upon annealing reaches approximately 2500 J/g at the amorphization threshold. Annealing of the as-amorphized structure yields approximately 1925 J/g. These values are generally comparable with those of graphite and of more engineering consequence as SiC retain a higher level of stored energy at engineering-relevant fusion temperatures.

PROGRESS AND STATUS

Production of interstitial-vacancy pairs in graphite by neutron irradiation was postulated by Eugene Wigner in 1942. Later, Leo Szilard pointed out that upon recombination these defects would relinquish their formation energies (~8 eV) in the form of heat. These two phenomenon became known as the Wigner Effect and the Szilard Complication, respectively, ushering in the new field of irradiation materials science. Moreover, the implications of such stored energy release to reactor operation were immediately recognized and later became reality with the 1957 Wind scale reactor fire in Sellafield, United Kingdom.

While stored energy is well understood conceptually and has been studied in detail for gas-cooled reactors, the Szilard Complication has been generally and practically thought to be unique to graphite. In other words, for practical nuclear systems the combined stored energy due to simple defect production is only an issue for graphite irradiated <200°C, where the subsequent energy release upon annealing greatly exceeds the material’s specific heat, driving an autocatalytic temperature rise. However, recent work by Snead et al. on the swelling of various polytypes of silicon carbide has suggested significant Wigner Energy in this system may exist as well. In that paper both lattice dilation and physical swelling for SiC irradiated in thermal contact with the coolant of the HFIR Reactor was measured to reach an extraordinary ~ 7.9% for either single crystal \( \alpha \), \( \beta \), or the faulted \( \beta \) polytypes. The faulted \( \beta \) polytype is the structure of the most used nuclear-grade SiC, chemically vapor deposited (CVD) SiC. Through simple calculation of Frenkel pair density responsible for such a high volumetric swelling, combined with the energy release when such defects recombined, that work suggested very large stored energy for SiC. For this reason an initial program to measure the stored energy release from these samples was carried out and the potential impact of this release on light water reactor (LWR) systems is presented here.

Experimental Procedure

The experimental approach was conceptually simple, taking advantage of high-purity CVD SiC utilized in previous irradiation capsules irradiated in the HFIR. Doses for samples were: 0.02, 0.1, 0.05, 0.0762, 1.34, 2, and 20 x10^{21} n/cm^2 (E>0.1 MeV.) The samples were irradiated in perforated rabbits within a foil pack in the reactor. The approximate irradiation temperature was 60-90°C.
Energy release was carried out using a Netzch 404C Differential Scanning Calorimetry (DSC) within the Low Activation Materials Development and Analysis (LAMDA) laboratory at Oak Ridge National Laboratory (ORNL). Supporting X-ray and Transmission Electron Microscopy (TEM) was also carried out to provide insight into the microstructure, also in LAMDA.

Results

Figure 1 provides a summary plot of the results of this work. From the figure the as-irradiated swelling is seen to monotonically increase to an extrapolated amorphous transition point of approximately $1 \times 10^{25}$ n/m$^2$ (E>0.1 MeV). The magnitude of as-amorphized swelling is approximately 10.8-11.7%. This transition point is generally well understood from both ion and neutron irradiation studies. Prior to amorphization and of particular interest, the crystalline SiC structure for this relatively low temperature irradiation achieved a maximum of 8.13% swelling as measured by x-ray lattice dilation. Figure 2 provides a high resolution TEM image of a 6H-SiC structure of a sample irradiated to $\sim 0.51 \times 10^{25}$ n/m$^2$ (E>0.1 MeV) indicated a highly damaged, yet crystalline structure.

Figure 1. Swelling and Stored Energy Release on annealing of Irradiated SiC to 700°C.

The lower curve of Figure 1 provides the stored energy released upon annealing the irradiated samples to 700°C (the maximum possible in the current experiment). The curve above the release curve provides the associated fractional amount of swelling recovered upon annealing. Based on our current understanding of SiC, in comparison with the nominal $\sim 80\%$ of swelling recovery indicated in Figure 1 following 700°C, nearly all swelling and all stored energy would be released by approximately 1000°C.
The amount of stored energy release in SiC as demonstrated in Figure 1 is comparable to that of graphite, which for highly damaged materials approaches 2500 J/gm. More to the point, the issue is not only the stored energy, but whether the release of that energy occurs at a rate such that it exceeds the materials specific heat and will thereby induce an autocatalytic reaction. Or such an additional heat under accident conditions would cause practical issues to design. Practically, the amount of stored energy in graphite is no longer an issue for present day reactors as the defect kinetics of the graphite crystal will not permit a high concentration of vacancies about a few hundred degrees Celsius. However, while the concentration of simple defects and defect clusters are a strong function of temperature in SiC, their fractional amount (and therefore their associated stored energies), are significant to several hundred degrees Celsius.

Figure 3 provides a comparison of the normalized stored energy in nuclear graphite (after Simmons and Kelly) as a function of temperature as compared to SiC. In this plot a number of assumptions have been made for SiC, including a complete recovery of the lattice swelling for the crystal and importantly that the stored energy as normalized to the swelling is a constant at ~350 J/g per percent swelling. This assumption, while needing to be experimentally validated, has physical support in that other physical properties changes can be similarly normalized to swelling for SiC in the point defect swelling regime, as for example, thermal conductivity (thermal defect resistance). Two important observations can be made from analysis of the previous results. First, significant accumulation and energy release does occur in SiC, on par with highly irradiated graphite for relatively low temperature irradiation. Secondly, as depicted in Figure 3, due to the contrasting nature of defect annihilation in SiC and graphite, a higher level of stored energy is available for release in SiC at intermediate (application relevant) temperatures. However, as shown inset to the figure, the levels of energy for applications such as the dual-coolant lithium-lead (DCLL) blanket SiC module are suggested to be approximately 400 J/g.
Future work

This work has been based on a relatively small number of low temperature irradiations. Both higher temperature irradiation kinetic information as well as a design-basis is needed to understand as what point stored energy release becomes important.
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3.4 MICROSTRUCTURAL EVOLUTION OF 3C-SiC EXPOSED TO SIMULTANEOUS NEUTRON IRRADIATION AND HELIUM IMPLANTATION—X. Hu, T. Koyanagi, Y. Katoh (Oak Ridge National Laboratory), J. Zhao (Lanzhou University), T. Yamamoto (University of California, Santa Barbara)

OBJECTIVE

The objective of this work is to assess the helium-dpa synergisms in silicon carbide (SiC) through investigating the microstructural evolution of 3C-SiC exposed to simultaneous neutron irradiation and helium implantation.

SUMMARY

In this study, we exposed 3C-SiC covered with a 2µm Ni foil to neutron irradiation at 500°C to 30 dpa in the high flux isotope reactor to simulate the simultaneous introduction of helium and irradiation defects into SiC. The combination of transmission electron microscopy (TEM) observations and thermal desorption measurements helps to determine the impact of helium on the microstructural evolution in 3C-SiC through capturing the microstructures of neutron-irradiated 3C-SiC with and without in-situ He implantation before and after thermal desorption measurements. The results indicated that helium desorption spectra from neutron-irradiated and ion-irradiated 3C-SiC are completely different in terms of the desorption peaks’ position and intensity. The identification of possible helium trapping sites was attempted. However, the insufficient theoretical studies of helium-defect interactions in SiC limited more detailed analysis. The TEM observation on these samples showed that the presence of helium stabilized the defect clusters and promoted the formation of visible helium bubbles in as-irradiated conditions. Following the subsequent heat treatment during the thermal desorption measurements, large faceted helium bubbles were found along grain boundaries and stacking faults, while the helium bubbles in the grain interior were relatively smaller than the void size in the non-helium neutron-irradiated sample due to the reduced mobility of He-defect clusters. The presented work is expected to provide more insights into the fundamentals of helium-defect interactions in 3C-SiC.

PROGRESS AND STATUS

Introduction

Given its great chemical and thermal stability, good resistance to neutron irradiation, and low cross section for neutron absorption resulting in the low induced activity [1], SiC has been widely applied or considered in nuclear systems as a fuel and structural material since 1960s. Examples include chemical vapor-deposited (CVD) SiC used as pressure vessel materials for the tri-structural-isotropic fuel particles [2], SiC fiber reinforced SiC matrix (SiC/SiC) composites perceived as candidate accident tolerant fuel cladding in light water reactors [3] and primary structural and blanket materials in fusion reactors [4]. The extremely hostile service environment in nuclear systems, characterized by intensive neutron irradiation, corrosive chemical solution, high temperature, high pressure, etc., imposes significant challenges to SiC. Of particular interest is the neutron irradiation, altering the microstructure and the consequential thermo-mechanical properties of SiC. In addition, the presence of gaseous species (e.g., helium, hydrogen isotopes, and fission gases) together with irradiation-induced defects complicates the microstructural evolution of SiC in the real service environments. One of the primary concern is helium effects in SiC for fusion applications. Helium can be introduced into SiC through two major pathways, i.e., (n, α) nuclear reactions and implantation of energetic helium produced elsewhere. For example, the 14MeV-peaked nuclear fusion neutron spectrum induces a large helium generation rate in SiC, up to 150 atomic parts per million (ppm) He/dpa [5], due to the large reaction cross section between high energy neutron and Si/C (0.18 and 0.07 barns for reactions between 14.1MeV neutrons and Si, C, respectively). In fission reactors, about 90% of the light nuclei that arise from ternary fission are helium. Helium has negligible solubility in SiC and correspondingly has strong tendency to bind with vacancy and other radiation-induced defects, resulting in the accumulation of He and the subsequent of nucleation and growth of He bubbles. The presence of abundant He bubbles leads to changes in mechanical property and dimensional stability of
Therefore, it is critically important to understand the interactions of He and irradiation-induced defects in SiC in order to predict the He behavior in SiC, to assess performance and to enable optimized design of SiC devices subject to high flux of fast neutrons. This transmutation effect due to 14MeV neutron is critically important, but its effects on the microstructural evolution and the resulting thermophysical properties of SiC are still poorly understood due to a lack of fusion neutron source.

A wealth of theoretical and experimental efforts has been committed to reveal the fundamentals of the synergisms of He-irradiation defects in SiC. As to theoretical studies, atomistic simulations or other large-scale modeling are expected to provide critical insights into the interactions of helium and irradiation defects in SiC. However, there are very limited simulations of He effects in SiC available in literatures. Van Ginhoven et al. [7] used density functional theory (DFT) to calculate the migration barrier of helium through various diffusion pathways and the binding energy of He to various defect features in 3C-SiC. A more comprehensive first-principles study on the interaction between helium and intrinsic point defects in 3C-SiC has recently been performed by Sun et al. [8]. The stable configurations and energetics of intrinsic point defects, interstitial He, and He cluster, interstitial He-Si, He-C, and multiple He atoms trapped inside a mono-vacancy were investigated. A complete database on the interactions of He and various defects is not available yet.

Parallel to the theoretical studies, experimental studies on He effects in SiC have attracted more attentions. Single-He ion irradiation, dual-ion irradiation, and fission neutron irradiation have been utilized in coordination with various characterization techniques. Olivierdo et al. [9] conducted a comprehensive thermal desorption spectroscopy (TDS) study to characterize helium implantation induced defects in 6H-SiC and 4H-SiC single crystals. The dependence of He implantation energy (100eV to 3 keV) and fluence ($10^{13}$ to $10^{15}$ cm$^{-2}$) on desorption spectra was captured. Two major He desorption peaks were observed at 427 °C and 927 °C, respectively. Helium de-trapping processes responsible for these peaks were identified with the help of the first order desorption model. Svetukhin et al.[10] reported the activation energies of He dissociating from trapping sites through a combination of TDS experiment and an extended first order desorption model. Barbot et al. [11] combined TEM, X-ray diffraction (XRD), and Nano indentation to investigate the microstructure evolution and the consequential mechanical property changes of 4H-SiC single crystals implanted with 50 and 160keV He ions to fluences ranging from $7 \times 10^{15}$ to $1 \times 10^{17}$/cm$^2$. An isochronal annealing study was also conducted in their study to demonstrate the damage evolution in He-implanted samples. Smith et al. [12] applied both nuclear reaction analysis and elastic recoil detection analysis to acquire the He depth profile and to investigate the retention of He in single crystalline 6H-SiC implanted with 40 keV 3He ions to fluence of $\sim 10^{15}$/cm$^2$. Nogami and Hasegawa [13] compared the hardness, elastic modules and fracture toughness of CVD-SiC after neutron irradiation up to 0.4 dpa at 600°C and up to 0.6 dpa at 800°C and after He implantation up to 800appm at 750°C, although the rationality of such a comparison is in doubt. Kondo et al. [14] compared the microstructure evolution of β-SiC irradiated with single-ion (5.1MeV Si$^{+}$) and dual-ion (5.1MeV Si$^{+}$ and 1MeV He$^{+}$) to 10 dpa at various temperature to capture the synergistic effect of irradiation damage and He. In this study, it was evident that He promoted the He bubble nucleation and growth. Similar work was also performed for SiC/SiC composites[15]. Moreover, He effect on radiation damage in SiC/SiC composite was studied by Chen and Jung [16]. Their TEM observation of SiC/SiC composite after high energy He (26.3 MeV) implantation and after subsequent thermal annealing showed clear dependence of bubble appearance on the type of boundary. These ion irradiation studies are useful to explore mechanisms, but they do not simulate the real service environment of SiC in fusion reactors because of their highly accelerated damage rate and the strong spatial dependence of He and defect distributions.

Most fission reactor studies of He-irradiation damage synergisms have utilized $^{58}$Ni and $^{10}$B (n, a) ‘alloying element’ reactions to produce high levels of He, especially for the studies of steels. As to SiC, Pramono et al. [17] used sintered α-SiC containing B$_4$C with various $^{10}$B concentrations irradiated in the Japan Materials Testing Reactor (300°C, $2.8 \times 10^{26}$/m$^2$) to mimic the simultaneous production of irradiation defects and He in real fusion environment. Helium release from these irradiated samples, volume swelling and the lattice parameter changes were studied in their work. They also used the same sample to acquire the He migration energy and the diffusion coefficient through the combination of Fick’s $2^{nd}$ law and the
measured He release during an isothermal annealing process [18]. However, B$_4$C was not homogeneously distributed within SiC and B is not a natural alloying element in SiC. Therefore, although this technique is very useful, it could only provide limited insights into the underlying mechanisms controlling He and defect transport, fate and consequences in pure SiC.

In contrast, in-situ He implantation of materials irradiated in fission reactors [19] is an alternative and very attractive approach to simulate the actual service environment of SiC without introducing non-natural alloying elements. In this study, we report the effects of He on the microstructural evolution in high purity 3C-SiC irradiated in a fission reactor with in-situ He implantation, thus, to assess the effects of He-irradiation damage synergisms in SiC.

**Experimental Procedure**

High purity polycrystalline CVD 3C-SiC specimens (Rohm & Haas Co., Woburs, USA) were used in this study. A 2 $\mu$m thick Ni foil worked as implanter to inject high energy $\alpha$ particles from $(n, \alpha)$ reactions into an adjacent sample subject to neutron irradiation. The sample assemblies, SiC stacked with Ni foil, were exposed to neutron irradiation in the High Flux Isotope Reactor (HFIR) at Oak Ridge National Laboratory (ORNL). The SiC samples with and without Ni foil were irradiated under a fast neutron flux of $1 \times 10^{19}$ n/m$^2$/s (E>$0.1$MeV) corresponding to a damage rate of $\sim 1 \times 10^{-6}$ dpa/s in SiC. Irradiation dose and temperature were 30 dpa and 500 °C, respectively. The irradiation temperature was determined based on annealing behavior of a passive SiC temperature monitor during dilatometry [20]. The uncertainty of temperature determination was $\pm 10$°C.

**Figure 1.** (a) He/dpa ratio and (b) He concentration as a function of depth in SiC wrapped with Ni foils of various thicknesses (1, 2, 4, >8.7 $\mu$m) irradiated in HFIR.

The 4.76MeV $\alpha$ particles from $^{59}$Ni $(n, \alpha)$ reactions has a range of 14.8 $\mu$m in SiC for a theoretical density of 3.21 g/cm$^3$. The concentration of He and He/dpa ratio can be tuned to meet different needs through modifying the thickness of the applied Ni foil. By applying the computing methods stated in [19], the He implantation profiles in SiC are determined in terms of the He/dpa ratio and He concentration as a function of depth in SiC covered with Ni foil implanters of various thicknesses, as shown in Figure 1. A 2$\mu$m Ni foil implanter used in this study produces a uniform damage region in an 11 $\mu$m thick area with 58 appm He/dpa in SiC. The corresponding He uniform concentration is 1168 appm.
Helium ion implantations on the same batch of CVD SiC samples were performed at Innovion Inc. to compare the He desorption behavior to that of neutron-irradiated samples. Samples were implanted with 10 keV and 80 keV $^4$He$^+$ to a fluence of $1\times10^{19}$/m$^2$ under fluxes of $5.8\times10^{15}$/m$^2$/s and $4.8\times10^{16}$/m$^2$/s, respectively, at room temperature. Depth profiles of displacement damage and retained He ions were calculated by using the Stopping and Range of Ions in Matter (SRIM) assuming displacement threshold energy of 31 and 25 eV for Si and C atoms, respectively, as shown in Figure 2. For 10keV and 80keV He-ion implanted SiC, the maximum production of Frenkel pair occurs at 60 and 360 nm below the implantation surface, while the maximum in the distribution of He occurs at 80 and 400 nm, respectively. The TDS measurements were performed on these two samples by using the gas implantation and thermal desorption system (GITDS) [21] located at low activation materials development and analysis (LAMDA) laboratory at ORNL. Temperature of the sample was increased to 1600°C with a ramping rate of 0.5°C/s. A quadrupole mass spectrometer was used to detect the desorbed He gas. Quantification of the He desorption flux was realized with the help of a standard He leak. More information could be found in Ref. [21].

Following neutron irradiation in HFIR, SiC samples were cleaned with sulfuric acid to remove potential chemical contamination. The TDS measurements were performed on the samples following neutron irradiation and in-situ He implantation to capture the He desorption spectra. Microstructure characterization was performed on the neutron irradiated samples and after TDS measurements with a Japan Electron Optics Laboratory (JEOL) JEM 2100F field emission gun TEM operating at 200kV. Electron transparent TEM foils were prepared using a focused ion beam system (Field Electron and Ion Company [FEI] Quanta 3D Dual Beam) operated at 30kV for initial milling and at 5 kV for final thinning to minimize the focused ion beam (FIB)-induced artifacts. All samples underwent an additional 900eV Ar ion mill using a Fischione Model 1040 NanoMill to provide final cleaning of the TEM foil prior to microstructure characterizations. Positron annihilation lifetime measurement was also performed on the as-irradiated 3C-SiC without in-situ He implantation to assess the vacancy-type defects, providing complementary information to the TEM observations.
Results

Microstructure of 3C-SiC samples following neutron irradiation and in-situ He implantation

The SiC samples were subject to neutron irradiation at 500°C to 30 dpa. The relatively low irradiation temperature prohibited the formation of large void due to the low mobility of vacancy in SiC, owing to the extremely high migration energies of $V_{\text{Si}}$ (2.4 eV) and $V_{\text{C}}$ (3.5 eV) in 3C-SiC [22] [23].

![Figure 3](image.png)

**Figure 3.** Comparison of measured positron lifetime spectra for reference and neutron-irradiated (500°C, 30 dpa) 3C-SiC without helium injection.

In order to confirm the non-existence of large voids, positron annihilation lifetime spectroscopy (PALS) testing, a powerful technique to characterize vacancy-type defects in materials, was conducted. Figure 3 shows the change of measured positron lifetime spectra before and after neutron irradiation of the 3C-SiC without in-situ He implantation. It is apparent that the long lifetime part of the spectrum was dramatically enhanced due to the production of vacancy and its clusters in the sample subject to high flux neutron irradiation. Fitting the measured positron lifetime by applying trapping model enables the determination of the long lifetime of positrons annihilating within the defects and its corresponding intensity. A widely applied software, PALSfit3 [24], was used for the data fitting by applying two lifetime components. The fitted long lifetime is 287 ps with an intensity of 88%, which is corresponding to the vacancy cluster of $3V_{\text{Si}}+2V_{\text{C}}$ with a concentration of 24 appm [25]. We also evaluated the use of three- and four-component fitting, but neither of them reproduced the spectra sufficiently or the fitting values of the parameters are unphysical. Therefore, there are no large voids present within the sample due to the absence of the large positron lifetime (> 400 ps) in the analysis.
Figure 4. Bright field image of dislocation microstructures in neutron irradiated SiC with in-situ He implantation.

Figure 4 shows the bright field image of SiC irradiated to 30 dpa with a 58 appm He/dpa ratio. The primary irradiation defects observed in this sample is Frank faulted loops, the most commonly observed dislocation microstructure in both ion and neutron irradiated cubic SiC at high temperatures and irradiation doses. Kaoth et al. [26] identified the same type of dislocation microstructures in cubic SiC irradiated by Si\(^{2+}\) ions at 1400°C when irradiation dose is higher than 10 dpa. Koyanagi et al. [27] also observed the stacking faults in cubic SiC neutron irradiated at 440°C up to 31 dpa.
Figure 5. Micrographs of TEM-imaged cavities in neutron irradiated 3C-SiC with in-situ He implantation.

Figure 5 shows the TEM bright field image of the observed area (~10 $\mu$m) below the free surface together with the under- and over-focused cavity images of two selected areas, locations D (2 $\mu$m below surface) and A (7.5 $\mu$m below surface), respectively. Note that the Ni foil implanter created a uniform He/dpa area with a depth of 11$\mu$m, covering the current observed areas. It is evident that cavities with a diameter of ~2.5 nm were observed, which most likely are helium bubbles due to the homogenous distribution of implanted He within this area. The observation of cavities in SiC at this low irradiation temperature is surprising. Katoh et al. [26] identified the low temperature end for the formation of visible voids in neutron irradiated SiC to be 1100°C. For the samples irradiated under the same condition without in-situ He implantation, no visible voids were observed. In a different study, no voids were either observed in 3C-SiC sample neutron irradiated at 440°C to 31 dpa in the same reactor [27]. Therefore, the introduction of He promoted the nucleation and growth of cavities in 3C-SiC. Actually, Kai et al. [28] also observed the small He bubbles in SiC/SiC composite irradiated with dual-beam (6MeV-Si$^{3+}$ and 1.13MeV-He$^+$) to 100 dpa at 800°C. It is known that He strongly binds with the vacancy defects in SiC [8]. In the sample experiencing neutron irradiation and He implantation, the implanted He is readily captured by the Si or C vacancies surviving the displacement cascade. The He-$V_C$ complex is more predominant due to the relatively smaller formation energy of $V_C$ resulting in more abundant $V_C$ in SiC [22], although the binding energy of He and $V_{Si}$ (1.59 eV) is stronger than that of He-$V_C$ (0.17 eV) [8]. Then the formed He-V complexes are working as nucleation sites to trap mobile defects, consequently, resulting in the formation of the visible cavities shown in Figure 5. Although thermal diffusion of vacancies at this low temperature is negligible due to the large migration energies of Si (2.4eV) and C (3.5eV) vacancies in SiC [22] [23], the radiation enhanced diffusion was supposed to play a more important role in the transportation of involved defects in the sample irradiated up to 30 dpa.
He release during the post-annealing process

Thermal He desorption spectra of both neutron-irradiated with in-situ He implantation and He-implanted samples are shown in Figure 6. The He desorption spectra from the 3C-SiC samples implanted with two different energies (i.e., 10 and 80 keV) to the same fluence ($1\times10^{19}$/m$^2$) display certain similarities and distinctions. The similarity involves the existence of a major He desorption group in the studied temperature regime, although the peak positions are different. For the sample implanted with 80 keV He ions, the major He desorption peak shifted to 1043°C from 870°C that is the peak position of 10keV He-implanted sample. The peak position shift for high energy implantation has been widely observed in other TDS measurements [9] [29]. This behavior is certainly due to a reduced probability for He to escape to the free surface when the He is implanted deeper. Moreover, for higher energy implantation, more defects are created and thus He is more likely to be trapped in more and larger defect clusters, which require higher temperature to drive He to dissociate. The other difference is that the magnitude of the desorption peak for higher energy He ion implanted sample is smaller than that of low energy implanted sample. The total desorbed He can be acquired by the integration of measured desorbed He flux. The results indicated that 86% and 44% of implanted He were desorbed from the 10keV and 80 keV He ion implanted samples, respectively, implying that more He were trapped in thermally stable H-defect clusters. It is noted that the maximum temperature in the current TDS measurement is 1600°C, 60% of the dissociation point of SiC. Therefore, the contained He will not be completely released until the sample is melting. Actually, He started to be desorbed again at 1400°C following the completion of the major He desorption group, as shown in Figure 6. It is expected that higher temperature beyond 1600°C will continue to enhance the evolution of He-defect clusters and promote the dissociation of He from unstable He-defect clusters. More significant He desorption groups could be observed in the higher temperature regime (>1600°C).

Figure 6. Thermal helium desorption spectra from He implanted 3C-SiC (10keV, 80keV to a fluence of $1\times10^{19}$/m$^2$) and neutron-irradiated 3C-SiC with in-situ He implantation (500°C, 30 dpa, 58 appm He/dpa).
Helium desorption spectrum from the neutron irradiated sample with in-situ He implantation was also shown in Figure 6. It displayed a completely different He desorption behavior in comparison with that from He-ion implanted samples. Generally, the desorption spectra showed a continuously increasing He release flux up to the maximum temperature during the TDS measurement, leaving an incompletely developed desorption peak behind. The other noticeable feature is that a sharp peak occurred at 1163°C, and this excessive sharpness is inconsistent with a first order dissociation model as generally adopted in classical rate-theory. Such a sharp peak has also been observed for high purity iron under other implantation conditions [29, 30], which is primarily due to the alpha-gamma phase transformation. However, 3C-SiC is relatively stable below 2100°C without showing any phase transformation [1]. It is unclear what mechanism is responsible for this sharp He release. The average diffusion rate of He within perfect SiC is calculated as 32 nm/s based on the diffusion parameters provided in [31]. Therefore, the fast diffusion of He in the grain interior is not realistic. A possible explanation could be a specific He-defect cluster with significant concentration was fully dissociated in a narrow temperature region around 1163°C while a quick pathway for He diffusion is present to enable the fast release of He (most likely grain boundaries present within the studied SiC).

The significant difference between the He desorption spectra of ion-implanted and neutron-irradiated SiC highlighted the limitation of applying ion irradiation to investigate the synergism of He and irradiation damage in the real service environment. As to neutron irradiation, the damage production is relatively homogeneous due to the small cross section of energy transfer when traveling within materials. The complex mixed neutron energy spectrum created various displacement cascades, resulting in surviving defect clusters with different sizes, accompanied by the introduction of He from the Ni foil implanter. Considering the strong interactions between He and irradiation-induced defects, the implanted He is expected to be readily captured by the adjacent defects, especially the vacancy and its clusters. Therefore, the microstructure of this neutron-irradiated SiC with in-situ He implantation includes homogeneously distributed He-defect clusters with various sizes. Actually, He bubbles with ~2.5nm in diameter were observed as shown in Figure 5. For the He ion-implanted samples, strong spatial dependence of damage production and He distribution resulted in a completely different microstructure. The much higher damage rate (~10^-3 dpa/s in ion irradiation vs ~10^-7 dpa/s in neutron irradiation) in the ion implanted SiC also posed impacts on the microstructural evolution. For a SiC implanted with 1MeV He ions to 1300 appm He under a He/dpa ratio of 130 at 1000°C, no He bubbles were observed [15]. Therefore, no visible bubbles are expected in the ion implanted samples in this study, which was implanted with 10keV and 80keV He ions to a fluence of 1×10^19/m² at room temperature. The heat treatment during TDS measurements drives significant evolution of He-defect clusters and intrinsic defect clusters, like the growth of He-vacancy clusters following Ostwald ripening process, dissociation of He-defect clusters due to the thermal instability of the clusters at high temperature, etc. Therefore, the completely different initial microstructures led to the two different evolution routes of the He desorption behavior in the subsequent TDS measurements.

The stability of the He-defect clusters could be evaluated by activation energies of He dissociating from various trapping sites, which could be calculated by applying the simple first order de-trapping mechanism with attempt frequencies of the order of the Debye frequency ($\nu = 10^{13}$/s). The evolution of the remaining He content in SiC could be expressed by

$$\frac{dN}{dt} = -Nv \exp \left( -\frac{E}{k_BT} \right)$$

(1)

where N is the number density of remaining He atoms in the sample, E is the activation energy, k_B is the Boltzmann constant, and T is the temperature associated with the desorption peak. By solving $\frac{d^2N}{dt^2} = 0$ under the linear ramp (i.e., $\frac{dT}{dt} = \beta$, $\beta$ is the ramping rate), the activation energy corresponding to each He desorption peak could be calculated using

$$\ln (\beta/T^2) = -\frac{E}{k_BT} + \ln \left( \frac{v^kB}{E} \right)$$

(2)
In Figure 6, activation energies of He desorption corresponding to each temperature point were labeled in the top x axis. Note that the activation energy of He dissociating from the trapping site is a sum of the binding energy and the migration energy of He. The available migration energies of He in SiC in literature are listed in Table 1. Large discrepancy exists for the results from experiments and modeling. The migration energy of interstitial He in SiC varies in the range from 0.9 to 2.6 eV. The binding energy of He to the corresponding trapping sites could then be obtained by subtracting the migration energy from the calculated activation energy. By comparing with the theoretical analysis, one could identify the possible trapping site for He at each temperature point. If taking the He migration energy as 2.5 eV, the binding energy of He and the trapping site responsible for the sharp He desorption peak is 1.7 eV, close to the He binding energy of He$_4$V$_{Si}$ cluster (1.6 eV) [8]. Similarly, the binding energies of He and trapping sites responsible for the major desorption peaks of the two He-implanted samples are calculated as 0.9 and 1.4 eV, corresponding to the clusters of He$_3$V$_{Si}$ and He$_2$V$_{Si}$, respectively. It is emphasized here that the binding energy of He-vacancy is a function of He/V ratio, implying that the clusters with same He/V ratio might have the same He binding energies. Additionally, the observed He desorption is a collective result of complex evolution of all clusters present in the materials. Therefore, these listed clusters are only a part of the He-defect clusters responsible for each desorption peaks. The lack of comprehensive theoretical study on the interactions between He and defects in 3C-SiC limited our further interpretation of the observed He desorption spectra. A complete picture of the evolution of He-defect clusters could not be obtained at this moment.

Table 1. Migration energy of interstitial helium in SiC

<table>
<thead>
<tr>
<th>Sample type</th>
<th>Migration Energy of Helium (eV)</th>
<th>Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unknown SiC</td>
<td>1.1</td>
<td>Helium release measurement</td>
<td>[32]</td>
</tr>
<tr>
<td>Sintered α-SiC</td>
<td>0.9</td>
<td>Post-irradiation helium release experiment</td>
<td>[18]</td>
</tr>
<tr>
<td>4H-SiC</td>
<td>2.6</td>
<td>Neutron reaction analysis</td>
<td>[31]</td>
</tr>
<tr>
<td>3C-SiC</td>
<td>2.5</td>
<td>DFT simulation</td>
<td>[7]</td>
</tr>
</tbody>
</table>
Microstructure of neutron irradiated samples following TDS measurements

Figure 7. TEM bright field images of neutron irradiated 3C-SiC (a) without and (b) with in-situ helium implantation following the heat treatment in TDS measurements. The large helium bubbles along grain boundaries are labeled with arrows.
The TEM observations were further performed on the neutron-irradiated 3C-SiC samples with and without in-situ He implantation to capture the impact of in-situ He implantation on the microstructural evolution following the heat treatment during TDS measurements. The TEM bright field images and the corresponding cavity size distributions are shown in Figure 7 and Figure 8, respectively. As shown in Figure 7 (a), it is apparent that a great number density of cavities were distributed homogeneously throughout the grain interior in the neutron irradiated 3C-SiC without in-situ He implantation following the TDS heat treatment. No cavities were observed along the grain boundaries, implying these cavities are actually voids. It is noted that most of the large visible voids are faceted. The void size distribution basically falls in a Gaussian pattern, as shown in Figure 8 (a). The maximum annealing temperature used in the current study is 1600°C. Therefore, it is not surprising that abundant visible voids were observed within the samples, owing to the enhanced mobility of vacancies when temperature was greater than 1100°C.

Figure 8. Cavity size distribution in neutron irradiated 3C-SiC (a) without and (b) with in-situ helium implantation.

The SiC samples experiencing simultaneous neutron irradiation and He implantation displayed certain similarities and distinctions in comparison with the non-He neutron irradiated samples. The similarity involves the presence of abundant cavities in the grain interior with similar Gaussian size distribution, as shown in Figure 8 (b). These observed cavities are more likely the He bubbles considering the intensive He implantation within this damaged area. The average size of visible He bubbles is 1.3nm, less than that of non-He neutron-irradiated SiC. The reduced bubble size is due to the fact that the vacancy clusters capturing He atoms become much more stable, and thus, the mobility of them reduces. A significant difference in the microstructure observed in this sample was that large He bubbles exist along the grain boundaries or stacking faults, which are all faceted. Grain boundaries are working as strong sinks for mobile species (i.e., helium, vacancy, etc.) contained in the studied materials. Similar phenomena were also observed in neutron- and ion-irradiated SiC at elevated temperatures [14, 26, 28].

Conclusions

The microstructural evolution in 3C-SiC subject to simultaneous He implantation and neutron irradiation at 500°C to 30 dpa was examined before and after TDS measurements by using TEM. The TDS measurements on both neutron-irradiated and ion-implanted samples were also performed to capture the fundamentals of He-defect interactions in 3C-SiC. The main results obtained are summarized as follows:

1. The designed Ni foil implanter is an efficient way to provide in-situ He-implantation to SiC exposed to neutron irradiation at desired He/dpa ratios and He concentrations relative to the real service environment.
(2) The major irradiation defects in 3C-SiC following neutron irradiation without in-situ He implantation are still Frank faulted loop, same as other studies of neutron irradiated (irradiation temperature < 1100°C) and ion irradiated (irradiation temperature < 1000°C) SiC. The presence of implanted He promoted the formation of He bubbles in SiC at such low irradiation temperature to 30dpa, indicating helium stabilized the defect clusters.

(3) Thermal He desorption spectra of ion-implanted and neutron-irradiated 3C-SiC display complete different features, which strongly depends on the initial microstructures of samples. The lack of comprehensive theoretical studies of He-defect interactions in SiC limited the current understanding of the experimental data.

(4) The microstructure of neutron-irradiated 3C-SiC with in-situ He implantation following TDS measurements showed the existence of large faceted He bubbles along grain boundaries and stacking faults. The average cavity size in the grain interior is smaller than that of non-He neutron-irradiated SiC samples but with similar Gaussian size distribution. The existence of He prohibited the growth of cavities by decreasing the mobility of vacancy and its clusters.
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3.5 PRECIPITATES AND VOIDS IN CUBIC SILICON CARBIDE IMPLANTED WITH $^{25}$Mg$^+$ IONS—Weilin Jiang, Steven R. Spurgeon, Jia Liu, Daniel K. Schreiber, Hee Joon Jung, Arun Devaraj, Danny J. Edwards, Charles H. Henager Jr., Richard J. Kurtz (Pacific Northwest National Laboratory), and Yongqiang Wang (Los Alamos National Laboratory)

This is an extended abstract presenting some of the major results of a paper recently published in the *Journal of Nuclear Materials* [https://doi.org/10.1016/j.jnucmat.2017.10.046](https://doi.org/10.1016/j.jnucmat.2017.10.046) [1].

**ABSTRACT**

This study reports on the formation of $^{25}$Mg-bearing precipitates and voids in cubic phase silicon carbide (3C-SiC) single crystals implanted to $9.6 \times 10^{16} \text{ }^{25}\text{Mg}^+/\text{cm}^2$ at 673 K and subsequently annealed at 1073 and 1573 K for 2, 6 and 12 h in an Ar environment. Unidirectionally aligned tetrahedral precipitates are observed around the Mg profile peak, many of which are likely cubic MgC$_2$ and tetragonal Mg$_2$Si particles or their precursor structures. There is also evidence that suggests a possible formation of core (MgC$_2$)-shell (Mg$_2$Si) structure in some of the large precipitates. In addition, small spherical voids are observed near the surface, along with the larger faceted voids in the region of maximum vacancy concentration. $^{25}$Mg segregation takes place with a dominant fraction of small atomic clusters. The study provides important results needed to fully assess SiC for potential fusion applications.

**HIGHLIGHTS**

Figure 1(a) shows a high concentration of unidirectionally aligned tetrahedral precipitates formed near the Mg profile peak in 3C-SiC implanted to $9.6 \times 10^{16} \text{ }^{25}\text{Mg}^+/\text{cm}^2$ and annealed at 1573 K for 12 h. A composite STEM-EELS map and the elemental concentration profiles across a large precipitate are shown in Figures 1(b) and 1(c), respectively. While the Si concentration shows a broad valley, the C concentration exhibits a peak near the center of the precipitate, which is located at the minimum intensity of the double Mg peak profile. The overall higher concentrations of Si and C may be attributed to the predominant composition in the volume of the STEM-EELS analysis due to the film thickness. From Figure 1(c), the Mg-bearing

**Figure 1.** (a) HAADF-STEM image of 3C-SiC implanted to $9.6 \times 10^{16} \text{ }^{25}\text{Mg}^+/\text{cm}^2$ and annealed at 1573 K for 12 h. (b) STEM-EELS map of all the elements. (c) Elemental profiles across a selected region.

Figure 2. (a) Under- and (b) over-focus bright-field TEM micrographs in the same sample as in Figure 1.
precipitate appears to have a core-shell structure of SiC, Mg2Si, MgC2, Mg2Si, and SiC across the volume, as indicated in the figure. The data may suggest the formation of the precipitates or precursor structures of Mg2Si and MgC2 in the neighborhood. It should be noted that image overlap due to specimen thickness effects could produce similar compositional variations in a one-dimensional plot. Figure 2 provides evidence for the formation of small spherical voids in the near-surface region and larger faceted voids near the vacancy peak.

A series of isoconcentration surfaces at 10 at.
25Mg are shown in Figure 3 as a function of annealing temperature and duration in isochronal and isothermal annealing processes, respectively. For 12 h isochronal annealing, the density of the green dots that represent 25Mg atomic clusters decreases with increasing temperature from 1073 to 1573 K. A similar trend is also observed with increasing duration from 2 to 12 h in the isothermal annealing at 1573 K, but the change is more gradual.

Table 1. APT results for 25Mg-bearing precipitates in 3C-SiC

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>23</td>
<td>19</td>
<td>5.7</td>
<td>4.5 ± 6.8</td>
<td>4.5 ± 4.6</td>
<td>25 ± 2.9</td>
<td>4.3 ± 3.1</td>
<td>25 ± 2.9</td>
<td>11.5 ± 7.6</td>
</tr>
<tr>
<td>S2</td>
<td>34</td>
<td>26</td>
<td>4.3</td>
<td>2.4 ± 2.9</td>
<td>2.4 ± 2.4</td>
<td>4.3 ± 2.9</td>
<td>2.4 ± 2.9</td>
<td>2.4 ± 2.9</td>
<td>8.4 ± 11.0</td>
</tr>
<tr>
<td>S3</td>
<td>60</td>
<td>46</td>
<td>1.9</td>
<td>2.7 ± 4.0</td>
<td>2.7 ± 3.6</td>
<td>4.3 ± 2.9</td>
<td>2.7 ± 4.0</td>
<td>2.7 ± 4.0</td>
<td>8.4 ± 4.0</td>
</tr>
<tr>
<td>S4</td>
<td>75</td>
<td>48</td>
<td>1.8</td>
<td>2.5 ± 3.1</td>
<td>2.5 ± 2.5</td>
<td>7.8 ± 11.0</td>
<td>2.5 ± 3.1</td>
<td>2.5 ± 3.1</td>
<td>7.8 ± 11.0</td>
</tr>
<tr>
<td>S5</td>
<td>85</td>
<td>48</td>
<td>1.4</td>
<td>2.4 ± 2.7</td>
<td>2.4 ± 2.4</td>
<td>7.5 ± 8.5</td>
<td>2.4 ± 2.7</td>
<td>2.4 ± 2.7</td>
<td>7.5 ± 8.5</td>
</tr>
</tbody>
</table>

The precipitate size and number density are analyzed and summarized in Table 1. The precipitate size shows a maximum value of 11.5 ± 17.6 nm for the as-implanted 3C-SiC at 673 K (S1). Thermal annealing at 1073 K for 12 h (S2) reduces the precipitate size to 6.7 ± 8.0 nm. Further annealing at 1573 K for 12 h (S5) increases the size only slightly to 7.5 ± 8.5 nm. Isothermal annealing at 1573 K does not significantly change the average precipitate size. The largest precipitate size for S1 may be a result of irradiation-enhanced diffusion and precipitation. The reduction in the size may be associated with phase decomposition during annealing, followed by precipitation below the melting points of the precipitates (~1073 K) during cooling. Thus, the duration at the same high annealing temperature (1573 K) is not expected to significantly affect precipitate size. The precipitate number density is relatively low (6.1×1017 cm-3) for S1, increases significantly to 1.5×1018 cm-3 at 1073 K (S2) and then slightly to 1.6×1018 cm-3 at 1573 K (S5) during the 12 h isochronal annealing; it also first increases to 1.5×1018 cm-3 for 2 h (S3), and then remains nearly unchanged for 6 h (S4) and 12 h (S5) during the isothermal annealing at 1573 K.
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4. HIGH HEAT FLUX MATERIALS AND COMPONENT TESTING
4.1 TEM CHARACTERIZATION OF MULTIMODAL PRECIPITATES IN NOVEL COPPER ALLOYS FOR FUSION ENERGY APPLICATIONS—Ying Yang (Oak Ridge National Laboratory), Ling Wang (University of Tennessee at Knoxville), Steven J. Zinkle (University of Tennessee at Knoxville and Oak Ridge National Lab), and Lance Snead (Stony Brook University)

OBJECTIVE

This study aims at developing high strength; high conductivity Cu alloys with improved thermal creep strength for long pulse fusion high heat flux structures, through an accelerated approach of computational thermodynamics guided alloy design.

SUMMARY

Detailed transmission electron microscopy (TEM) compositional analysis has been conducted for the Cu-Cr-Nb-Zr alloy Cu-2Cr-1.35Nb-0.15Zr. Multiple precipitates have been identified, featured by large grain boundary Cr₂Nb-Laves-phase and Cr-rich (Cr,Fe) precipitates, and smaller matrix Cr precipitates. Fe contamination has been found in the samples.

PROGRESS AND STATUS

TEM composition characterization

The TEM samples were lifted out using a Field Electron and Ion Company (FEI) Versa 3D focused-ion-beam (FIB) system. The matrix and grain boundary precipitates were characterized using a Japan Electron Optics Laboratory (JEOL) 2100F TEM. The energy dispersive x-ray spectroscopy (EDS) capability of an FEI Talos F200X TEM was employed for compositional analysis.

The TEM composition characterization was performed on the solutionized and aged 1CCNZ-a-70 alloy, Cu-2Cr-1.35Nb-0.15Zr. Three types of precipitates have been identified: large grain boundary Laves phase, coarse Cr particles, and fine-scale Cr matrix precipitates. A cluster of Cr₂(Nb,Zr) C14 Laves precipitates at a grain boundary is shown in Figure 1 (a). The Laves-phase precipitates were found to contain internal stacking faults and have a size range from 350 nm to 1 μm. The composition maps of Cu, Cr, Nb and Zr are shown in Figures 1 (b–e). The Laves phase mainly consists of Cr and Nb, with a trace amount of uniformly distributed Zr. A Cr-rich phase is observed together with the Laves phase (Figures 1c-f). Both the Cr₂(Nb,Zr) and Cr-rich phase should form during solidification, as predicted phases from solidification.
Figure 1. (a) Bright field TEM image of the 1CCNZ-a-70 alloy showing Cr$_2$(Nb,Zr) C14-Laves phase precipitates along a grain boundary; the insert image is the precipitate diffraction pattern. (b) ~ (e) the individual and composite composition maps of Cu, Cr, Nb, Zr. (f) three-elemental-composition map of Cr, Nb and Zr, indicating that Zr is uniformly distributed both in the matrix and Laves phases.

The second type of observed precipitate is the relatively coarse Cr phase with a diameter between 150 nm and 350 nm, as shown with the four precipitates in Figure 2 (a~b) either at grain boundaries or in the grain interior. Figure 2 (Cr~Fe) are the composition maps of Cu, Cr, Nb and Zr for the precipitates observable in the bright field TEM image in Figure. 2b. Fe contamination was identified in this phase, which was probably introduced during the crushing process of the pre-alloy constituents using the steel mortar. The unintentional Fe contamination (which was not modeled in our computational thermodynamic simulations) was confined to the relatively coarse Cr-rich particles. Based on equilibrium calculation results, these relatively large Cr precipitates are probably formed during the solutioning process at 970°C through grain boundary diffusion.
The third type of precipitate is the Cr matrix precipitate, which has been reported in the previous semiannual reports. This type of Cr precipitate is formed during the 475°C aging process. Figures 3(a) and (b) are magnified images selected from the area in the dark grain in Figure 2(a) showing a uniform distribution and nearly spherical shape of Cr precipitates with a typical diameter of 5 to 10 nm. Many of the precipitates are coherent with the matrix, judging from the BF image under two beam conditions when the so-called no contrast line appears in normal direction to the diffraction \( g \) vector. The density of Cr precipitates is approximately \( 1.3 \times 10^{22}/m^3 \). The predicted \( \text{Cu}_5\text{Zr}_4 \) or \( \text{Cu}_5\text{Zr} \) intermetallic compounds were not observed under TEM, which is probably due to their very small volume fraction (~0.1% predicted from equilibrium calculation; nearly an order of magnitude smaller volume fraction than the Cr matrix precipitates). A second possibility for the absence of the Cu-Zr precipitates might be due to sluggish
formation kinetics at 475°C. However, previous studies on Cu-Cr-Zr alloys have observed a moderate density of Cu-Zr precipitates with sizes several times larger than the Cr matrix precipitates following aging at temperatures near 475°C. Therefore, it seems more likely that Zr participation in Laves phase precipitation has diminished the amount of Zr available for Cu-Zr precipitation during the final aging treatment for the Cu-2Cr-1.35Nb-0.15Zr alloy. In the vicinity of coarser grain boundary Cr-rich ppts, there is a precipitate denuded zone, as shown in Figures 3(c) and (d). The Cr-rich precipitate is the same as that in Figure 2 (a) and (b). The formation of coarser Cr-rich precipitates during the solutioning process depleted Cr close to a grain boundary, therefore leading to the formation of a denuded zone. However, it is not clear why the denuded zone only happened on one side of the grain boundary. The crystallographic orientation of grains might have a role on the diffusivity of Cr.

Figure 3. (a–b) TEM image of the 1CCNZ-a-70 alloy showing the fine Cr matrix precipitates. (c-d) TEM images of grain boundary denuded zone in the vicinity of coarser Cr precipitates.
4.2 NEUTRON IRRADIATION EFFECTS IN TUNGSTEN—L.M. Garrison, Y. Katoh (Oak Ridge National Laboratory)

OBJECTIVE

The objective of this work is to evaluate the effects of neutron irradiation on the mechanical properties and microstructure of tungsten-based materials to aid in developing plasma-facing materials for fusion reactors.

SUMMARY

The aim of this work is to evaluate tungsten for potential use as part of a plasma-facing component for future fusion reactors. Single crystal tungsten tensile specimens in the tensile-axis [110] and [100] orientations have been neutron irradiated at temperatures of 90-830°C to fast fluences of 0.01 to 20×10^{25} n/m^2 (E>0.1 MeV) in the mixed-spectrum High Flux Isotope Reactor (HFIR). Analysis of the tensile behavior of these materials reveals that single crystal tungsten exhibits little to no strain hardening after irradiation. The modulus of resilience and modulus of toughness were calculated from the tensile data of the irradiated materials. The [110] orientation tungsten had a maximum modulus of tungsten for all doses at 300°C test temperature, while the [100] orientation tungsten had its maximum at 650°C.

PROGRESS AND STATUS

The tensile test results of the single crystal tungsten from the TITAN campaign have been reported previously. A trend in the tensile results was observed that for many of the irradiated materials, the ultimate tensile strength (UTS) occurred shortly after the yield stress (YS) was reached. In fact, only unirradiated material had uniform elongations (UE) greater than 5% (Figure 1). As dose increased initially, the UE decreased below 5% for all samples. As dose increased further, for samples tested at temperatures up to 500°C, the UE is further reduced to less than 0.5%. The samples with less than 0.5% UE experience no strain hardening.

Figure 1. Neutron irradiation reduces the UE of single crystal tungsten of both orientations for ductile tests (those with total elongation ≥ 0.2%).

The modulus of resilience (U_R) is defined as the integral under the stress-strain curve from zero to the strain at the yield point, which is approximately equal to the numerical integration of the stress strain data points (Equation 1).
In Equation 1, $\varepsilon$ is the strain expressed as a percentage, $\varepsilon_y$ is the strain percentage value corresponding to the 0.2% offset yield point, $\sigma$ is the stress in units MPa, $i$ is the counter for the stress and strain data points in the list, and $n_y$ is the number in the list of data points corresponding to the 0.2% offset yield.

For ductile samples, a triangle approximation was used for the modulus of resilience, $U_{R,D}$ instead of the integral (Equation 2). For the values reported here, the second half of Equation 2 was used, where $\sigma_y$ is the yield stress and $E$ is a standard elastic modulus of tungsten of 400 GPa. Multiplying the elastic modulus by the unitless factor of $m/m$ allows the modulus of resilience to be expressed in units of MJ/m$^3$.

For brittle samples a modified modulus of resilience ($U_{R,B}$) was calculated by using the ultimate tensile strength ($\sigma_U$), which is equal to the fracture strength, instead of the yield strength (Equation 3).

The modulus of toughness ($U_T$) is defined as the integral under the stress-strain curve from zero to the fracture point. This is approximately equal to the numerical integration of the stress-strain data points, Equation 4, in which parameters are defined as for the modulus of resilience and additionally $\varepsilon_f$ is the strain at fracture and $n$ is the number of the final data point in the list of stress-strain points.

The modulus of toughness can be divided into the area under the curve up to the yield point, which is the modulus of resilience $U_R$, plus the area under the remainder of the curve. A further slight approximation is made in that the area under the curve from the yield point to the fracture point is calculated as the area under the curve of the stress-strain values where the elastic strain contribution has been removed. The area under the plastic deformation area of the curve is labeled $U_P$, and is depicted as the grey shaded region in Figure 2. Figure 2 also illustrates that for ductile samples $U_T$ is significantly larger than $U_R$. In Equation 5, symbols are defined as in Equations 1-4 and also $\varepsilon_{p,i}$ is the list of plastic strain values. For the modulus of toughness results discussed below, the Equation 5 version of the definition is used.
Figure 2. Single crystal unirradiated tungsten tested at 300°C data is used as an example with the elastic strain contribution removed. The shaded area under the curve is labeled $U_P$, and when added to the modulus of resilience, $U_R$, it equals the modulus of toughness, $U_T$.

The modulus of resilience for ductile samples using Equation 2 and brittle samples using Equation 3 are plotted versus test temperature in Figure 3. As is clear in Equations 2-3, the modulus of resilience is proportional to the yield stress (ductile samples) or ultimate tensile strength (brittle samples). Thus, the same trends seen in yield strength and ultimate tensile strength also hold true for the trends in modulus of resilience. The modulus of resilience decreases with increasing test temperature (Figure 3) because the yield strength decreases with increasing test temperature. Also, because the UTS for tests at 22 and 90°C is highest at 0.02 dpa, the modulus of resilience at those test temperatures is also highest for material irradiated to 0.02 dpa. All the modulus of resilience values are in the range 0-2 MJ/m$^3$.

Figure 3. Modulus of resilience for both crystal orientations of tungsten.

In contrast to the modulus of resilience, the modulus of toughness (as defined in Equation 5) does not have a strong dependence on UTS (Figure 4a). Most of the unirradiated samples have lower UTS values and higher modulus of toughness values than the irradiated samples. There does appear to be a drop of modulus of toughness for material that had UTS values above ~600 MPa, but there are also fewer data points in that region, so a trend is difficult to determine.
The correlation between modulus of toughness and TE is clearer (Figure 4b). While there is scatter in the data, as TE increases, so does the modulus of toughness. In the upper right corner of the figure are the unirradiated materials, which had both the longest TE and highest modulus of toughness values. Aside from most of the unirradiated data points being grouped together, there is not a clear trend with increasing dose. However, it is clear that the materials with the lowest TE also have the lowest modulus of toughness.

Figure 4. Modulus of toughness versus (a) UTS and (b) TE. The legend is the same for both parts of the figure.

Initially the unirradiated tungsten had high values of modulus of toughness, but there was a drop in the modulus of toughness at the lowest dose of 0.004 dpa (Figure 5a). After that point, the modulus of toughness increased with increasing dose until at 0.1 dpa the material irradiated at 360-460°C has a modulus of toughness equal to the unirradiated case. In fact, the material irradiated at 360-460°C (and tested at 300°C) had a higher modulus of toughness than any other irradiation temperature (Figure 5a). Generally the second highest modulus of toughness was for material irradiated in the higher temperature zone of 690-830°C, and the lowest modulus values were from material irradiated at 90°C. Thus, the material irradiated at 360-460°C and tested at 300°C appears to have the most favorable combination of some irradiation hardening to increase the UTS, still retaining enough ductility to have a reasonable TE, and not being at a high enough temperature where UTS is severely reduced. However, this trend only continues through ~0.1 dpa where the modulus of toughness reaches a high of 133 MJ/m$^3$ because the next dose tested, 0.55 dpa, was brittle and had a modulus of toughness of only 0.58 MJ/m$^3$. Only those materials with plastic deformation of 0.2% TE and longer are plotted on Figure 5, and their modulus of toughness values range between 5 and 150 MJ/m$^3$. The brittle materials by definition have little to no plastic deformation, so $U_p=0$ and from Equation 5, $U_T=U_R$. Because the highest $U_R$ measured was under 2 MJ/m$^3$, the $U_T$ for brittle materials would not be distinguished in the scale on Figure 5 so they were not plotted.

The transition to fully ductile at 300°C test temperature is mirrored in the sharp increase in modulus of toughness at that temperature (Figure 5b). For unirradiated <100> orientation tungsten, the modulus of toughness linearly increases from 300°C to a maximum modulus of toughness at 650°C test temperature. For unirradiated <110> orientation tungsten, the modulus of toughness is highest at 300°C, linearly drops as temperature increases to 500°C, and then increases slightly at 650°C. The <110> orientation tungsten irradiated to 0.02 and 0.1 follow the same pattern with the highest modulus of toughness at 300°C test temperature. For the other doses, there are not enough data points to see if the trend continues.
Figure 5. The modulus of toughness for the ductile materials is plotted (a) versus dose (dpa) and (b) versus tensile test temperature.
4.3 NEUTRON IRRADIATION EFFECTS IN TUNGSTEN-COPPER COMPOSITES—L.M. Garrison, Yutai Katoh (Oak Ridge National Laboratory)

OBJECTIVE

The aim of this work is to evaluate tungsten-copper based composites for potential use in plasma-facing component of future fusion reactors.

SUMMARY

As part of the TITAN program, two types of tungsten-copper composites were irradiated in High Flux Isotope Reactor (HFIR) at temperatures from 300 to 900°C and fast neutron fluences of 0.01 to 20 ×10^{25} n/m² at E>0.1 MeV. One material was a tungsten-copper laminate composite composed of 0.1 mm alternating layers of tungsten and copper. The other material was a tungsten-copper powder sintered composite, with 75% W and 25% Cu. Tensile tests at 22°C and elevated temperatures of unirradiated and irradiated tungsten-copper sintered composite have been completed.

PROGRESS AND STATUS

Previous analysis of the tungsten-copper laminate composites irradiated in the TITAN program showed that the laminate composites quickly lose ductility after low dose irradiation. Because the tungsten and copper layers are continuous, once a crack forms in a tungsten layer, it causes a sudden transfer of stress to the remaining layers. After neutron irradiation above approximately 0.02 dpa, the tungsten-copper laminate had no ductility in 22°C tensile tests.

As an alternative to the tungsten-copper laminate composite, a powder sintered tungsten copper composite with 75 wt.% W and 25 wt.% Cu was investigated. This material was produced by Mi-Tech Metals Inc. Tungsten, Indianapolis, Indiana. The sintered composite will be referred to by its engraved code KW. A polished surface of one of the KW composites is shown in Figure 1. There are sharp boundaries between the rounded W particles and the Cu. As expected, no interlayer or mixed phase formed between the elements.

![Figure 1. SEM image of the powder sintered tungsten copper composite.](image)

Previously, tensile and Vickers hardness tests were completed on selected unirradiated and irradiated KW samples at room temperature. During this reporting period, elevated temperature tests were completed on unirradiated and irradiated KW samples, Table 1. The tensile yield stress (YS), ultimate tensile strength (UTS), uniform elongation (UE), and total elongation (TE) are listed. For these materials,
the displacements per atom (dpa) are calculated for the tungsten using the conversion 0.195 dpa=1E25 n/m² (E>0.1 MeV), as given by M. E. Sawan, Fusion Eng. Des., 87(5-6), 551-555 (2012).

Individual unirradiated samples are labeled by their Sample Identification (ID) and their test temperature, for example, KW23-22 for the unirradiated sample KW23 tested at 22°C. For irradiated samples, the labels include the Sample ID, dpa, irradiation temperature, and test temperature in that order. For example, KW02-0.02-450-22 was irradiated to 0.02 dpa at 450°C and tested at 22°C.

Table 1. Tensile and hardness data for the tungsten-copper particle composite

<table>
<thead>
<tr>
<th>Capsule</th>
<th>ID</th>
<th>T_{irr} (°C)</th>
<th>Fast Fluence (×10^{25} n/m^2, E&gt;0.1 MeV)</th>
<th>DPA</th>
<th>Test Temp. (°C)</th>
<th>YS (MPa)</th>
<th>UTS (MPa)</th>
<th>UE (%)</th>
<th>TE (%)</th>
<th>Vickers hardness (HV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>KW22</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>22</td>
<td>483</td>
<td>599</td>
<td>4.80</td>
<td>7.14</td>
<td>—</td>
</tr>
<tr>
<td>Control</td>
<td>KW23</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>22</td>
<td>466</td>
<td>577</td>
<td>5.58</td>
<td>7.42</td>
<td>—</td>
</tr>
<tr>
<td>TB-300-1</td>
<td>KW00</td>
<td>410</td>
<td>0.02</td>
<td>0.004</td>
<td>22</td>
<td>502</td>
<td>622</td>
<td>3.70</td>
<td>5.94</td>
<td>223.8</td>
</tr>
<tr>
<td>TB-300-2</td>
<td>KW02</td>
<td>450</td>
<td>0.1</td>
<td>0.02</td>
<td>22</td>
<td>532</td>
<td>649</td>
<td>3.72</td>
<td>5.74</td>
<td>238.2</td>
</tr>
<tr>
<td>TB-300-3</td>
<td>KW04</td>
<td>420</td>
<td>0.52</td>
<td>0.10</td>
<td>22</td>
<td>546</td>
<td>634</td>
<td>3.28</td>
<td>5.13</td>
<td>238.4</td>
</tr>
<tr>
<td>TB-500-1</td>
<td>KW08</td>
<td>750</td>
<td>0.08</td>
<td>0.02</td>
<td>22</td>
<td>464</td>
<td>586</td>
<td>4.97</td>
<td>8.40</td>
<td>—</td>
</tr>
<tr>
<td>TB-650-1</td>
<td>KW15</td>
<td>780</td>
<td>0.13</td>
<td>0.03</td>
<td>22</td>
<td>473</td>
<td>611</td>
<td>4.67</td>
<td>7.21</td>
<td>252.4</td>
</tr>
<tr>
<td>TB-650-2</td>
<td>KW16</td>
<td>760</td>
<td>0.46</td>
<td>0.09</td>
<td>22</td>
<td>534</td>
<td>634</td>
<td>4.19</td>
<td>6.49</td>
<td>—</td>
</tr>
<tr>
<td>TB-500-2</td>
<td>KW11</td>
<td>670</td>
<td>0.54</td>
<td>0.11</td>
<td>22</td>
<td>528</td>
<td>622</td>
<td>3.36</td>
<td>5.04</td>
<td>314.9</td>
</tr>
<tr>
<td>TB-500-3</td>
<td>KW12</td>
<td>630</td>
<td>9</td>
<td>1.8</td>
<td>22</td>
<td>791</td>
<td>828</td>
<td>0.93</td>
<td>0.98</td>
<td>320.2</td>
</tr>
<tr>
<td>Control</td>
<td>KW24</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>300</td>
<td>311</td>
<td>381</td>
<td>6.16</td>
<td>18.03</td>
<td>—</td>
</tr>
<tr>
<td>Control</td>
<td>KW25</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>400</td>
<td>250</td>
<td>315</td>
<td>8.82</td>
<td>13.99</td>
<td>—</td>
</tr>
<tr>
<td>Control</td>
<td>KW26</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>500</td>
<td>188</td>
<td>244</td>
<td>5</td>
<td>9.33</td>
<td>—</td>
</tr>
<tr>
<td>Control</td>
<td>KW27</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>600</td>
<td>133</td>
<td>173</td>
<td>2.81</td>
<td>7.03</td>
<td>—</td>
</tr>
<tr>
<td>Control</td>
<td>KW28</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>700</td>
<td>137</td>
<td>141</td>
<td>0.5</td>
<td>0.5</td>
<td>—</td>
</tr>
<tr>
<td>Control</td>
<td>KW29</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>800</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>TB-300-1</td>
<td>KW01</td>
<td>410</td>
<td>0.02</td>
<td>0.004</td>
<td>410</td>
<td>266</td>
<td>309</td>
<td>6</td>
<td>10.57</td>
<td>—</td>
</tr>
<tr>
<td>TB-300-2</td>
<td>KW03</td>
<td>450</td>
<td>0.1</td>
<td>0.02</td>
<td>450</td>
<td>272</td>
<td>303</td>
<td>3.44</td>
<td>8.07</td>
<td>—</td>
</tr>
<tr>
<td>TB-300-3</td>
<td>KW05</td>
<td>420</td>
<td>0.52</td>
<td>0.10</td>
<td>420</td>
<td>391</td>
<td>391</td>
<td>0.24</td>
<td>3.46</td>
<td>—</td>
</tr>
<tr>
<td>TB-500-1</td>
<td>KW09</td>
<td>750</td>
<td>0.08</td>
<td>0.02</td>
<td>750</td>
<td>94</td>
<td>114</td>
<td>3.13</td>
<td>7.28</td>
<td>—</td>
</tr>
<tr>
<td>TB-650-1</td>
<td>KW14</td>
<td>780</td>
<td>0.13</td>
<td>0.03</td>
<td>780</td>
<td>83</td>
<td>105</td>
<td>1.72</td>
<td>7.12</td>
<td>—</td>
</tr>
<tr>
<td>TB-650-2</td>
<td>KW17</td>
<td>760</td>
<td>0.46</td>
<td>0.09</td>
<td>760</td>
<td>107</td>
<td>122</td>
<td>1.39</td>
<td>5.78</td>
<td>—</td>
</tr>
<tr>
<td>TB-500-3</td>
<td>KW13</td>
<td>630</td>
<td>9</td>
<td>1.8</td>
<td>630</td>
<td>282</td>
<td>329</td>
<td>1.3</td>
<td>2.08</td>
<td>—</td>
</tr>
</tbody>
</table>

For the tensile data shown in the following figures, the contribution of the elastic strain has been removed so that only the plastic extension is shown. This minimizes the influence of test frame compliance on the data.
Unirradiated Tensile Data

The KW unirradiated material tested at 22°C had a TE of 7.42% (Figure 2). Of the temperatures tested, the greatest ductility was observed at 300°C with 18% TE. As test temperature was increased beyond 300°C, TE and UTS decreased. At 700°C, only 0.5% TE was observed. A sample, KW28, was attempted to be tested at 800°C, but as soon as force was applied to the material at 800°C, it failed. This indicates that the tungsten-copper sintered composite has no useful engineering strength in the unirradiated condition at 800°C.

![Figure 2](image-url)

**Figure 2.** Tensile data for unirradiated KW material tested at temperatures of 22-700°C. Only the plastic strain is shown.

Tensile data for KW composite, irradiated at 360-460°C

Figure 3a shows the room temperature tensile curves for the KW material irradiated to different doses at temperatures between 410-450°C. With increasing dose, the total elongation was reduced. There was a slight increase in ultimate strength with increasing dose, but all irradiated material values are similar when tested at 22°C. For the material tested at the irradiation temperature (Figure 3b), there is a noticeable increase in UTS and decrease in TE for the material irradiated to 0.1 dpa. For material irradiated to less than 0.1 dpa, the UTS when tested at the irradiation temperature are reduced approximately by half compared to the 22°C test value. The TE is increased from 5-6% at 22°C to 8-11% when tested at the irradiation temperatures.
Figure 3. Tungsten-copper sintered composite irradiated at 410-450°C and tensile tested at (a) room temperature and (b) the irradiation temperature. Only the plastic strain is shown and approximately the same scale is used for both parts of the figure.

Tensile data for KW composite, irradiated at 630-780°C

After irradiation in the higher temperature range, from 630-780°C, and tensile tested at room temperature, the KW tensile results are similar to the lower temperature group up to 0.11 dpa (Figure 4a). However, at the highest dose tested, 1.8 dpa, there is a sharp increase in UTS and drop in TE. It is thus postulated that between 0.11 and 1.8 dpa the defect structure changes or accumulates to a critical level that in turn causes the changes in the mechanical behavior. For the material irradiated to the same conditions but tensile tested at the irradiation temperatures, the same pattern is seen with a change in behavior after 1.8 dpa, but all the UTS values are reduced (Figure 4b).
Figure 4. Tungsten-copper sintered composite irradiated at 630-780°C and tested at (a) room temperature and (b) the irradiation temperature. Only the plastic strain is shown and approximately the same scale is used for both parts of the figure.
4.4 ON THE FRACTURE BEHAVIOR OF WNiFe HEAVY METAL ALLOY HYBRIDS—M.E. Alam, G. R. Odette (University of California Santa Barbara)

OBJECTIVE

The objective of this research is to develop tungsten-coated tungsten heavy alloy composites as divertor material.

SUMMARY

The strength and fracture toughness properties of four ductile phase toughened (DPT) commercially available tungsten (W)-based heavy metal alloy composites (WNiFe), reinforced with 3 to 10 (wt.%) of a NiFe phase, were previously thoroughly characterized from room to liquid nitrogen (LN₂) temperatures. All the alloys manifested a sub-zero brittle-to-ductile transition temperature (BDTT) ranging from -50ºC to -150ºC, depending on the amount of the ductile NiFe phase. In this study, pure W was coated on the WNiFe alloys by spark plasma sintering (SPS) at 1350ºC under a 50 MPa pressure load. Three-point bend (3PB) bars were fabricated and room temperature toughness tests were conducted to understand the crack formation and propagation mechanisms from the pure W coating up, to or into, the WNiFe alloy through or near the W:WNiFe interface. The results show that the pure W coating on the 90 and 92.5WNiFe alloy hybrid exhibits mode-I fracture and ductile phase toughening, while the 95 and 97WNiFe alloy hybrid exhibit a mode-II toughening mechanism, with deflected cracks at the W:WNiFe interface, possibly due to higher W-coating porosities in these cases.

PROGRESS AND STATUS

Introduction

Due to high melting temperature, good conductivity, low sputtering rates and high-temperature strength, tungsten (W), and its alloys, are currently considered the most promising candidates for plasma facing component for future fusion reactor divertor applications [1]. This application requires that structural W-based alloys and structures have sufficient fracture toughness to withstand the severe thermal-mechanical environment of a divertor. It is likely that monolithic W is intrinsically too brittle for this task. Previously a series of WNiFe (90, 92.5, 95 and 97 wt.% W with 7:3 = Ni:Fe) heavy metal alloys were shown to have much higher room temperature toughness (> 10x) and much lower BDTT temperatures (-150 to -50 ºC) than monolithic W (several hundred ºC), depending on their ductile phase NiFe content [2]. In the work reported here, the fracture behavior of pure W:WNiFe alloy hybrid coupons, fabricated by SPS, were explored. Room temperature toughness tests were performed on the W:WNiFe hybrid coupons to: a) observe crack propagation paths after they initiate in the pure W coating; and, b) estimate the effective W:WNiFe hybrid coupon toughness.

Experimental Procedure

Pure W powder (size: 4-6 µm, purity: 99.95%, Stanford Materials) was used to coat four commercially available (Mi-Tech Metals, Indianapolis, Indiana, United States of America) liquid-phase sintered WNiFe heavy metal alloy composites containing 90, 92.5, 95 and 97 wt.% W and a 7:3 Ni:Fe ductile phase. The coating was fabricated by SPS. First, 20mm diameter-2mm thick discs were cut from WNiFe alloys by electrical discharge machining (EDM). The discs were ground with 80µm to 1µm SiC paper to remove residual stresses and oxide layers formed during EDMing, and cleaned ultrasonically for 15 minutes in alcohol. Twenty mm diameter graphite and Nb foils were used to lubricate the SPS loading stack-up and to reduce tungsten carbide formation, respectively. The graphite shaft/ram and foils, Nb foils, W powder and the WNiFe alloy disc were stacked inside a 20.7mm inner diameter graphite die, as shown in Figure 1a. The stack-up consisted of elemental W powder, which was weighed inside an argon-filled glove box (containing less than 10 ppm oxygen) and poured on top of WNiFe disc, followed by the Nb and graphite foils and the graphite shaft. The W:WNiFe hybrid coupons were consolidated and bonded in vacuum
under a 50MPa compressive pressure at a sintering temperature of 1350°C, with 10 min dwell time. The sintering temperature was restricted due to the lower melting temperatures of Ni (~1450°C) and Fe (~1540°C). Both the heating and cooling stages were performed at 50°C/min. The amount of W powder was selected to produce a 2 mm thick coating after consolidation, resulting in ~20mm diameter-4mm thick W:WNiFe hybrid coupons (Figure 1b).

The EDM was then used to fabricate single-edged notch three-point bend (3PB) specimens with nominal dimensions of 16 mm length, 3.3 mm width and 1.67 mm thickness (Figure 1c). Pre-Cracking was not performed, and the notch depth of a/W ≈ 0.4 was selected to place the initial neutral axis in the WNiFe disc, in order to provide a driving force for the W-initiated crack to penetrate into the WNiFe alloy. In addition, a shallower a/W ≈ 0.15 notch, with the neutral axis in W side of the hybrid coupon, was used in some tests on the W:90WNiFe hybrid. A 810 MTS servo-hydraulic universal testing machine was used to load hybrid bend bars, and a Questar long-distance (telescopic) optical microscope with 3-axis positioning system was used to observe in-situ crack initiation and propagation at a frame rate of 6/min. The sides of the 3PB bars were sanded with a sequence of 2000 grit, 9µ, 3µ and 1µ paper to provide a better surface finish for crack imaging. The toughness tests were carried out at a crosshead speed of 0.04mm/min. While not fully applicable, American Society for Testing and Materials (ASTM) E1921 type procedures were generally used to evaluate both the elastic and plastic components of fracture toughness of hybrid bend bars [3]. The plastic $K_{JC}$ were calculated at the maximum load ($P_{m}$) in the load-displacement ($P$-$d$) curve. Three to four specimens were tested for each WNiFe alloy ductile phase NiFe content.

Figure 1. Schematic diagrams of: (a) SPS process set up; (b) a W-coated WNiFe hybrid disc; and, (c) the 3PB bar used for fracture testing.

Results

Microstructure

Scanning Electron Microscopy (SEM) micrographs of the polished W-coated-WNiFe alloy hybrids reveal roughly spheroidal W particles surrounded in the interconnected skeleton of a ductile NiFe phase in
WNiFe alloy side (top part of Figure 2a). Note the NiFe phase also contains about 30% W after liquid metal sintering. Note, there is a clean, and apparently well-bonded interface. A low volume fraction of pores in the W coating is also observed, especially in the 95 and 97WNiFe hybrids.

![Figure 2.](image)

**Figure 2.** (a) The clean and well-bonded interface between W and WNiFe; and, (b) pores in the pure W coating.

**Fracture Toughness**

As reported previously, fracture toughness tests on 90-97WNiFe alloys were conducted from room temperature (RT) down to liquid nitrogen (LN$_2$) temperatures [2]. In summary, all alloys tested at RT show continuous load drop after the maximum load ($P_m$) with increasing displacement ($d$), indicating stable crack growth. The average maximum load $K_{Jc}$ was $\approx 96 \pm 20$ MPa$\sqrt{m}$. The toughness generally decreases with decreases in the NiFe(W) ductile phase content, and is minimum at 97W. Stable ductile tearing is still observed in the 90WNiFe alloy at -100ºC, while somewhat mixed (stable + unstable) crack growth occurs at -150ºC [2]. Brittle fracture is observed at the LN$_2$ temperature in all cases. The corresponding transition temperatures for the other alloys were $\approx -100$ ºC, -75 ºC, and -50 ºC for the 92.5, 95 and 97.5W alloys, respectively.

New RT fracture toughness tests were carried out on the hybrid 3PB bars. Figure 3 shows the result for a deeply notched ($a/W \approx 0.4$) 3PB bar of the W:90WNiFe hybrid coupon, including the P-d curve (Figure 3a) along with a profile view of the propagated crack (Figure 3b), and a profile view showing the sequence of crack propagation (Figure 3c). The load increases to Point-1, associated with the brittle elastic fracture toughness of pure W, then suddenly drops, as crack growth initiates from W-notch, and propagates through W matrix to the W:90WNiFe interface, as a large pop-in event. The load then increases again until the arrested blunting crack penetrates into the 90WNiFe alloy. The load decreases thereafter under stable growth in the WNiFe alloy. The second $a/W = 0.4$ test behaved in a similar fashion.
Two other tests were conducted with smaller initial a/W ≈ 0.15, so that the initial neutral axis lies in W, rather than the 90WNiFe alloy side. The initiation toughness of pure W was same for all tests that averaged $K_{IC} \approx 8 \pm 1$ MPa√m (see Table 1). Crack propagation was also similar to that described above. However, maximum load toughness of 90WNiFe is slightly higher for smaller notch specimens with $K_{IC}$ values of averaging $44 \pm 4$ MPa√m than deeper notched specimens at $32 \pm 2$ MPa√m (Table 1). Note these values are much lower than those for the as-received 90WNiFe alloy ($95 \pm 20$ MPa√m) [2]. The lower maximum load toughness is probably due to the effects of the W side of the interface on the crack blunting needed to initiate growth in the 90WNiFe alloy.

The tests on the other alloy compositions were all made with 3PB bars with deep notches. Figure 4 shows a representative P-d curve for W:92.5WNiFe hybrid along with in-situ optical micrographs and a SEM fractograph. Similar to W/90WNiFe hybrid, the W/92.5WNiFe load increased up to Point-1 marking the W toughness, followed by sudden load-drop due to crack propagation to arrest at the interface. The load then increased to Point-2 marking the blunting and re-initiation of stable crack growth in the 92.5WNiFe alloy. The W toughness was $9 \pm 2$ MPa√m, while the average 92.5WNiFe alloy toughness was slightly lower ($32 \pm 16$ MPa√m) than that for 90WNiFe hybrid ($37 \pm 8$ MPa√m, see Table 1). However, one of the W/92.5WNiFe shows higher $K_{IC}$ toughness as the crack slightly deflected at the interface, but later penetrated into and propagates through the WNiFe alloy.
Table 1. Notch depth and toughness values of pure W and WNiFe hybrid composites

<table>
<thead>
<tr>
<th>Hybrid composites</th>
<th>Initial a/W, p-1</th>
<th>$K_{IC}$, MPa√m</th>
<th>a/W for WNiFe, p-2</th>
<th>$K_{IC}$, MPa√m</th>
</tr>
</thead>
<tbody>
<tr>
<td>W/90WNiFe</td>
<td>0.404</td>
<td>8.8</td>
<td>0.651</td>
<td>30.0</td>
</tr>
<tr>
<td></td>
<td>0.402</td>
<td>7.8</td>
<td>0.629</td>
<td>33.2</td>
</tr>
<tr>
<td></td>
<td>0.154</td>
<td>6.7</td>
<td>0.612</td>
<td>47.3</td>
</tr>
<tr>
<td></td>
<td>0.154</td>
<td>7.6</td>
<td>0.682</td>
<td>40.3</td>
</tr>
<tr>
<td>Average</td>
<td>7.7 ± 0.8</td>
<td>Average</td>
<td>37.7 ± 7.7</td>
<td></td>
</tr>
<tr>
<td>W/92.5WNiFe</td>
<td>0.349</td>
<td>6.4</td>
<td>0.603</td>
<td>22.5</td>
</tr>
<tr>
<td></td>
<td>0.356</td>
<td>11.4</td>
<td>0.61</td>
<td>22.0</td>
</tr>
<tr>
<td></td>
<td>0.355</td>
<td>9.4</td>
<td>0.59</td>
<td>50.5</td>
</tr>
<tr>
<td>Average</td>
<td>9.3 ± 2.5</td>
<td>Average</td>
<td>31.7 ± 16.3</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Characterization of cracking in the W:92.5WNiFe hybrid: (a) the load-displacement (P-d) curve; (b) in-situ optical micrographs associated with the numbered loading points; and, (c) a SEM micrograph of propagated crack.
Figures 5 and 6 show load-displacement curves along with micrographs for W-coated 95WNiFe and 97WNiFe hybrids, respectively. Unlike the W:90 and 92.5WNiFe hybrids, the load continuously increases as cracks arrest and is deflected perpendicular to the loading direction, running along, or near, the interface. One possible reason for selection of the crack deflection path is the higher porosity observed on the W side for the 95 and 97WNiFe hybrids (Figures 3c, 5c,f, and 6b). The pores may make the interface debonding an easier path for crack to propagate in these cases, rather than penetrating into and propagating through the 95 and 97.5WNiFe alloy. Crack deflection leads to a load displacement curve that continuously increases up to the end of the test. Thus it is not formally possible to define a maximum-load toughness, but the effective toughness and resistance curve behavior is very high. Note, the W coating cracked internally under preloading condition, again possibly due to the larger amount of porosity in the W. Although the pores may improve the toughness of 95 and 97WNiFe hybrids, it may have detrimental effects on other properties (like strength), or the functionality of W components.

**Figure 5.** Characterization of cracking in the W:95WNiFe hybrid: (a) the load-displacement (P-d) curve; (b) and (c) profile images of the crack showing a 90° deflection and propagation along or near the W:95WNiFe hybrid interface; and, (d) to (f) micrographs of the fracture surfaces at increasing magnification.
Figure 6. Characterization of cracking in the W:97WNiFe hybrid: (a) load-displacement (P-d) curve, (b) in-situ optical micrographs with crack propagation along the interface; and, (c) a SEM micrograph of the deflected crack at the interface.

Ongoing and Future Work

- Pre-cracking the 90 to 97WNiFe 3PB bars has been completed, and they will be tested to evaluate high-temperature toughness.
- Thermal shock tests will be performed on these WNiFe alloy and hybrids.
- Special fracture specimens will be tested to measure interface toughness and strength.
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4.5 HIGH-HEAT FLUX TESTING OF LOW-LEVEL IRRADIATED MATERIALS USING PLASMA ARC LAMPS—A.S. Sabau, Y. Katoh (Oak Ridge National Laboratory)

OBJECTIVE

The objective of this work, part of the PHENIX collaboration with Japan, is testing of irradiated materials that are candidate divertor component materials and mock-up divertor components under high-heat flux using Plasma Arc Lamps (PAL).

SUMMARY

In this reporting period, the effort was mainly focused on designing and fabrication of a new reflector to increase the heat flux to its maximum achievable for the maximum arc temperature of the PAL. After a significant delay, the fabrication of the new reflector was completed and successfully tested.

PROGRESS AND STATUS

Effort was conducted in two main areas in order to attain the maximum incident heat flux from PAL with the new reflector of 12 MW/m²: (a) designing and fabrication of a new reflector and (b) instrumenting the test section with a lift mechanism of the dome test section.

The new reflector was designed by Mattson Technologies, Inc. Mattson Technologies conducted simulations for various reflector shapes using a proprietary model of the volumetric distribution of the heat source within the plasma arc, which is confined in a quartz tube. The actual thicknesses of quartz fixtures (windows, dome or cylinder) used for radiological containment were considered in the model simulations conducted at Mattson Technologies, illustrated in Figure 1.

![Figure 1](image_url)

**Figure 1.** The main configuration components of the PAL experimental setup (PAL reflector, quartz window, and quartz dome): (a) picture of the setup and (b) schematic of ray tracing toward the specimen.

Mattson Technologies provided Oak Ridge National Laboratory (ORNL) with schematics for various reflector shapes simulated (e.g., Figure 1b). Several positions of the specimen with respect to the top surface of the quartz dome and reflector surface shapes were investigated by Mattson Technologies Inc. to maximize the heat flux for our high-heat flux testing. The calculated incident heat flux from the new line-focus reflector is shown in Figure 2, together with the measured data for incident heat flux provided by the uniform heat flux reflector. The maximum incident heat flux that was estimated to be attained for a dome configuration is 12 MW/m².
The reflector was successfully installed (Figure 3). To allow for greater flexibility in heat flux selection, an extension was provided to the reflector. Without the extension, the line-focus reflector can be used with the flat quartz window (Figure 1a). With the extension, the reflector surface become larger and the heat flux is increased only when the quartz dome is inserted within the reflector. Thus, the new reflector can be operated in two configurations, i.e., with and without the extension. A picture of the operating reflector without its extension is shown in Figure 3a. A picture of the operating reflector with the extension is shown in Figure 3b. In Figure 3b, the heat flux sensor is placed within the quartz dome at the appropriate target-reflecter distance. More detail on the heat flux placement is shown in Figure 3c. The measured incident heat flux at various operating currents is shown in Figure 4 for the old reflector and the new reflector (with the extension). The absorbed heat flux into W from the new PAL line-focus reflector and old uniform heat-flux reflector was estimated by assuming an emissivity of the W surface of 0.47.

An overall schematic of the new reflector (without its extension) is shown in Figure 5, in order to illustrate how pyrometers and/or cameras can be mounted for direct line-of-sight to the specimen surface. Figure 5b shows a picture taken during PAL operation in which confinement dome the light irradiation from the right view port can be clearly seen. In Figure 5c, a view of the pyrometer laser spot from the side-view of the reflector can be seen.

![Figure 2.](image-url) Incident heat flux from the plasma-arc lamp: numerical simulation results for new, line-focus reflector, and measured data for old uniform heat-flux reflector.
Figure 3. Pictures showing the new reflector and setup for heat flux measurements: (a) new reflector without extension, (b) front view of new reflector with extension, and (c) view from below of the new reflector. (b, c) The heat flux sensor is placed within the quartz dome at the appropriate target-reflector distance.

Figure 4. Measured incident heat flux and estimated absorbed heat flux into W from the new PAL line-focus reflector and old uniform heat-flux reflector.
Figure 5. New reflector: (a) schematic showing how pyrometer and/or cameras can be mounted for direct line-of-sight to the specimen surface, (b) pictures during PAL operation showing the illumination of the confinement dome and the light irradiation from the right view port, and (c) view of the pyrometer laser spot from the side-view of the reflector.
5. MAGNETIC AND DIAGNOSTIC SYSTEM MATERIALS

No contributions this reporting period.
6. FUSION CORROSION AND COMPATIBILITY SCIENCE
6.1 LIQUID METAL COMPATIBILITY IN STATIC Li, Sn and Sn-Li—J. Jun and B. A. Pint (Oak Ridge National Laboratory)

OBJECTIVE

This task is evaluating the maximum use temperature for structural steel compatibility for plasma facing components with liquid metal candidates, such as Li, Sn and Sn-20Li. A literature review is in progress and a small series of isothermal capsule experiments were conducted to confirm published results, including determining if a surface oxide can significantly improve compatibility.

SUMMARY

A set of 1000 h isothermal capsule experiments was completed on alloys F82H (Fe-8Cr-2W) and Kanthal APMT (Fe-20Cr-5Al-3Mo) at 400°C (Sn and Sn-20Li) and 600°C (Li). One set of APMT specimens were pre-oxidized at 1000°C to form a thin alumina layer prior to the capsule test as a potential dissolution barrier and a second set was exposed without pre-oxidation. The specimens exposed to Sn and Sn-Li are being cleaned (to remove residual liquid metal) before measuring the mass change. The specimens exposed to Li were cleaned with NH_3 and small mass gains were noted for the bare alloys and small mass losses for the pre-oxidized APMT specimens. Mass change values were compared to those in the literature.

PROGRESS AND STATUS

Introduction

As part of a United States (US) working group evaluating liquid metal (LM) plasma facing components (PFC), this project is assessing compatibility with reduced activation ferritic martensitic (RAFM) structural steels. Using a liquid metal to protect the surface of a PFC has been discussed and investigated for many years [1-3]. It offers the possibility of replenishing the surface during plasma operation but this assumes the liquid metal has a relatively low vapor pressure and good compatibility with the underlying components, including the pumping system to deliver the liquid during operation. A number of candidates such as Ga and In can be eliminated because of their very poor compatibility with conventional alloys. Among the remaining candidates, Li has relatively good compatibility but a high vapor pressure, while Sn offers a much lower vapor pressure but questionable compatibility [4-6]. Based on the initial findings of a literature review that is currently in progress, a test matrix was developed for isothermal capsule testing to supplement literature data for Sn, Sn-20Li and Li as the most likely LM PFC candidates.

Experimental Procedure

The test matrix is shown in Table 1. Isothermal capsule experiments were conducted for 1000 h with specimens in inner Mo capsules and outer type 304 stainless steel (SS) capsules to protect the Mo from degradation during the experiment. High purity Sn and Li were loaded in an Ar-filled glove box to minimize contamination prior to closure welding the Mo and SS capsules. A typical ferritic-martensitic structural steel, F82H (Fe-8Cr-2W) was selected for the initial evaluation in Li, Sn and Sn-20Li. To avoid the complication of aluminizing F82H, a commercial alumina-forming steel, Kanthal APMT (Fe-20Cr-5Al-3Mo), was selected to determine if a pre-oxidation to form a stable oxide could inhibit dissolution in Li, Sn and Sn-20Li. Uncoated F82H would form a mixed Fe- and Cr-rich oxide with a complex structure.
However, APMT is well-known to form an external alumina layer or scale. A pre-oxidation treatment for 2 h at 1000°C was selected to form a uniform, single-phase, $\alpha$-$\text{Al}_2\text{O}_3$ scale [7], which is much more thermodynamically stable than any Fe- or Cr-rich oxide.

Table 1 also shows the specimen list with coupons (~3x10x20 mm) of F82H exposed in each condition. For APMT, both coupons and 25mm-long, type SS-3 tensile specimens were exposed. These are similar to the specimens being exposed in the Pb-Li thermal convection loops [8,9]. Relatively thick coupons (1.5-2 mm) were used in these experiments to help prevent complete consumption, particularly in the capsules containing Sn. Before and after exposure, the specimen mass was measured using a Mettler-Toledo model XP205 microbalance with an accuracy of ±0.04 mg or ~0.01 mg/cm$^2$. After exposure, the Li was removed using NH$_3$[10]. Subsequently, the specimens were rinsed with ethanol, 50:50 ethanol and water and, finally, deionized water. The Sn removal was attempted using sodium hydroxide in a 0.5M solution [11], which was ineffective. The next cleaning process attempted will be dipping the specimens in liquid Li at 250°C [6,12].

<table>
<thead>
<tr>
<th>Liquid/Temperature</th>
<th>F82H</th>
<th>APMT</th>
<th>1000°C-2h pre-oxidized APMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sn at 400°C</td>
<td>X</td>
<td>XX</td>
<td>XX</td>
</tr>
<tr>
<td>Sn-20Li at 400°C</td>
<td>X</td>
<td>XX</td>
<td>XX</td>
</tr>
<tr>
<td>Li at 600°C</td>
<td>X</td>
<td>XX</td>
<td>XX</td>
</tr>
</tbody>
</table>

X: coupon only, XX: coupon + tensile specimen

Results

Example images of the specimens after exposure are shown in Figure 1, which illustrates that the specimens were coated to varying degrees in Sn and/or Li after the 1000 h exposure at 400° or 600°C. Table 2 shows the measured specimen mass change for the specimens exposed to Li after cleaning with NH$_3$. Mass gains were observed for the bare specimens, while mass losses were observed for the pre-oxidized specimens. For comparison with literature data from different times [12,13], the rates were normalized and plotted in Figure 2. All of the mass losses are small, the literature mass losses can be converted to metal loss rates of 1.35~1.58 $\mu$m·y$^{-1}$ for Fe-9Cr-2W assuming a density of 7.8 g·cm$^{-3}$. The mass losses for the pre-oxidized APMT specimens may suggest a reaction with the pre-oxidized $\alpha$-$\text{Al}_2\text{O}_3$ surface layer, which is less stable than Li oxide [14]. Characterization of the post-cleaning surfaces is in progress.

The removal of the Sn from the other specimens is in progress. It was possible to dissolve pure Sn in 0.5M NaOH solution but very little dissolution occurred for the specimens. Scanning electron microscopy/energy dispersive x-ray analysis of one specimen showed Sn, O and Cr peaks, which suggests that some reaction did occur with the substrate and the change in composition may inhibit removal. Thus, a new cleaning process with liquid Li will be attempted next.

A review of the literature is in progress. As indicated by the data in Figure 2, it is sometimes difficult to make comparisons among studies because different procedures and exposure times were used. One of the key parameters for determining compatibility in liquid metals is solubility. Figure 3 compares solubility
of several elements in Li and Pb, illustrating the well-known difference in Ni solubility in the two cases. Similar solubility data for Sn or Sn-Li has not been located.

<table>
<thead>
<tr>
<th></th>
<th>F82H</th>
<th>APMT</th>
<th>Pre-oxidized APMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>400°C Sn</td>
<td><img src="image" alt="F82H" /></td>
<td><img src="image" alt="APMT" /></td>
<td><img src="image" alt="Pre-oxidized APMT" /></td>
</tr>
<tr>
<td>400°C SnLi</td>
<td><img src="image" alt="F82H" /></td>
<td><img src="image" alt="APMT" /></td>
<td><img src="image" alt="Pre-oxidized APMT" /></td>
</tr>
<tr>
<td>600°C Li</td>
<td><img src="image" alt="F82H" /></td>
<td><img src="image" alt="APMT" /></td>
<td><img src="image" alt="Pre-oxidized APMT" /></td>
</tr>
</tbody>
</table>

**Figure 1.** Opened Mo capsules containing F82H and APMT specimens after 1000 h isothermal liquid Li, SnLi and Sn exposure. The diameter of Mo capsule is approximately 1 inch.

**Table 2.** Mass change of F82 and APMT after 1000 h-600°C Li exposure

<table>
<thead>
<tr>
<th>600°C Li, 1000 h test</th>
<th>Mass change mg·cm⁻²</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Coupon</td>
<td>Tensile specimen</td>
<td></td>
</tr>
<tr>
<td>F82H</td>
<td>0.12</td>
<td>—</td>
</tr>
<tr>
<td>APMT</td>
<td>0.34</td>
<td>0.24</td>
</tr>
<tr>
<td>Pre-oxidized APMT</td>
<td>-0.17</td>
<td>-0.52</td>
</tr>
</tbody>
</table>
Figure 2. Mass change rate of FeCrW (F82H, Fe-9Cr-2W-0.3Y-0.2Ti and Fe-9Cr-2W-0.5Mn-0.2V) and FeCrAl (APMT with and without pre-oxidation) alloys after 250, 750 and 1000 h isothermal Li exposure at 600°C. Literature mass loss data from references 12 and 13.

Figure 3. Solubility of Fe, Ni, Cr and Al in liquid Li and Pb as a function of temperature.
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6.2 LIQUID METAL COMPATIBILITY IN FLOWING SYSTEMS—J. Jun and B. A. Pint (Oak Ridge National Laboratory)

OBJECTIVE

This task is investigating the possibility of increasing the Pb-Li temperature in the dual coolant lead-lithium (DCLL) blanket concept in order to improve the overall system efficiency. Alloys based on FeCrAl are potential candidates and monometallic thermal convection loops of a commercial FeCrAl alloy are being built and operated to establish a maximum operating temperature for operation in flowing eutectic Pb-Li.

SUMMARY

A series of monometallic thermal convection loops (TCLs) fabricated using dispersion strengthened FeCrAl (Kanthal APMT, Fe-21Cr-5Al-3Mo) tubing are being operated for 1000 h with increasing peak temperatures. Further characterization was completed on the APMT specimens exposed to commercial Pb-17Li in the hot and cold legs of the second TCL with a peak temperature of 600° ± 1.5˚C. The APMT specimens pre-oxidized to form alumina prior to exposure tended to have low mass changes (i.e. reduced dissolution) but the oxide spalled after exposure. The specimens that were exposed without pre-oxidation showed larger mass losses (i.e. more dissolution before the oxide layer formed) but the oxide was much more adherent. The third TCL with a peak temperature of 650° ± 1.5˚C was assembled and operated continuously for 1000 h in September-October 2017. Mass change, post-exposure tensile properties and initial characterization of the reaction products is reported. Similar mass change behavior was observed in the 650°C TCL as in the 550° and 600°C TCLs. No loss of ductility was observed after exposure.

PROGRESS AND STATUS

Introduction

The DCLL blanket concept (eutectic Pb-17 at.%Li and He coolants) is the leading United States (US) design for a test blanket module (TBM) for International Thermonuclear Experimental Reactor (ITER) and for a DEMOnstration Power Station (DEMO)-type fusion reactor [1]. With reduced activation ferritic martensitic (RAFM) steel as the structural material, the DCLL is limited to ~475°C metal temperature because Fe and Cr readily dissolve in PbLi above 500°C and Eurofer 97 plugged a PbLi loop at 550°C [2-3]. With the addition of Al to Fe-Cr alloys, isothermal compatibility tests have shown low mass losses at up to 800°C [4-7]. Thermodynamic evaluations [8,9] indicated that Al₂O₃ should be stable in PbLi and inhibit dissolution by forming at the alloy surface, however, capsule studies found that a preformed α-Al₂O₃ surface layer transformed to LiAlO₂ during exposures at 600°-800°C [4,10]. To further evaluate the PbLi compatibility of FeCrAl-type, exposures in flowing PbLi are needed where changes in solubility with temperature can drive mass transfer [2,11]. In 2014, a monometallic TCL was operated for 1000 h with a peak temperature of 550°C using commercial Fe-21Cr-5Al-3Mo alloy (Kanthal APMT) tubing and specimens in the hot and cold legs [12-15]. This was the first time that PbLi was flowed at 550°C without plugging flow and only small mass losses were noted after the exposure. In 2016, a second monometallic APMT TCL was operated for 1000 h with a peak temperature of 600°C, and the mass change, characterization and room temperature tensile properties of APMT specimens from the second TCL were reported [16, 17]. The third TCL with a peak temperature of 650°C was completed in October 2017. Pre-oxidation of APMT to form alumina before PbLi exposure was used in all cases. However, in
the 650°C TCL the pre-oxidation condition was changed for most of the specimens to 2h at 1000°C [10] to reduce the alumina thickness and potentially improve post-exposure oxide adhesion compared to the manufacturers recommended pre-oxidation of 8 h at 1050°C, which was used in the first TCL. In each TCL, several specimens were exposed without pre-oxidation to quantify the effect of pre-oxidation. Mass change and post-exposure tensile properties of the APMT specimens in the hot and cold legs of the TCL are reported. Initial characterization of the reaction products also is reported.

Experimental Procedure

The details of the TCL construction and operation have been previously described [12-16]. Similar to the two previous TCLs, the third TCL was ~1 m tall and 0.5 m wide and heated on one side by resistively heated furnaces (i.e. the hot leg). The third TCL contained hot and cold leg specimen chains of 20 SS-3 type (25 x 4 x 0.9 mm) and 2 rectangular type (25 x 18.5 x 1 mm³) APMT spacer specimens. All specimens were connected with APMT wire. Most of the specimens were pre-oxidized for 2 h at 1000°C in ambient air to form an α-Al₂O₃ surface layer or scale [10]. Each chain had four specimens with no pre-oxidation treatment and two specimens pre-oxidized for 8 h at 1050°C, which was the main pre-oxidation condition used in the first two TCL experiments. Rectangular coupons of unalloyed tungsten were attached at the bottom of each specimen chain to act as a “sinker” to keep the relatively low-density specimen chains from floating in the PbLi test fluid, and to act as “spacers” to keep the specimen chain centered within the tubing and liquid metal flow path.

The same batch of commercial purity Pb-17Li was used in all three TCLs with impurity levels of 1200 ppmw O, 240 ppmw C and <10 ppmw N (average of 6 samples) and no metallic impurities above the detection limit of ~1 ppmw [15]. Six thermocouples in thermowellsthat protruded about 0.3 cm into the flow path at the top, bottom and middle of each leg monitored the temperature during operation. The temperature data were used to estimate the exposure temperature of each specimen in the hot and cold legs. The temperature gradient in the TCL was ~120°C from 530-650°C and the velocity was measured at ~0.4 m/min by heating a section of the tubing using a gas torch and tracking the temperature spike as the heated liquid moved around the TCL. Following 1000 h of operation at 650°C, the Pb-Li was drained into the dump tank at the bottom of the cold leg. After removal, specimens were soaked in cleaning solution (1:1:1 mixture of ethanol, hydrogen peroxide, and acetic acid) while within the TCL (as an assembled chain) and again upon removal from the TCL (as individual specimens). The mass change of all specimens was measured and tensile specimens were tested at room temperature with a 0.001 s⁻¹ strain rate. Specimens were examined by scanning transmission electron microscopy (SEM) equipped with energy dispersive x-ray spectroscopy (EDS) and Cu-plated prior to metallographic sectioning to protect the surface oxide. Spallation was quantified using image analysis using ImageJ software.

Results

The post-exposure specimen mass change data from the 650°C TCL is plotted versus the estimated temperature in the hot leg (HL) and cold leg (CL) in Figure 1a. Pre-oxidation of APMT effectively lowered the mass loss, but was not strongly dependent on exposure temperature in the TCL. The mass change from all the specimens in the three TCLs is shown in Figure 1b for comparison. The specimens that were not pre-oxidized showed more mass loss in each case. Figure 2 shows the post-exposure room temperature tensile properties plotted versus the estimated temperature in the HL and CL and compared to baseline as-received properties (shaded ranges) [15]. In addition, APMT specimens were annealed in argon-filled, sealed quartz ampoule for 1000 h at 550°, 600° and 650°C to isolate the effect of the
temperature exposure from the effect of Pb-Li exposure. Post-exposure yield and ultimate tensile stress (YS and UTS) were similar to the as-received and Ar-annealed results, Figure 2a. Uniform and total plastic elongation (UPE and TPE) versus exposure temperature are compared to as-received and Ar-annealed results in Figure 2b. A slight reduction in ductility was noted after Pb-Li exposure and after annealing. In each case, the tensile results did not appear to be strongly affected by pre-oxidation.

Figure 1. Mass change of APMT specimens after 1000 h in flowing Pb-Li versus estimated exposure temperature in (a) 650°C TCL and (b) all three (550, 600 & 650°C) TCLs.

The surface morphology of APMT specimens from the 600°C TCL are shown in Figure 3. For pre-oxidized specimens (8 h at 1050°C), remnants of the pre-formed oxide scale can be distinguished from smooth spalled area (Figures 3b and 3d). Meanwhile, as-received APMT (i.e. no pre-oxidation) appeared to have a rougher surface (Figures 3a and 3c) and some cracking of the oxide (Figure 3a). Considering the higher mass losses of as-received APMT (-12.49 and -1.04 mg·cm⁻²), the rougher surface morphology suggests a non-uniform dissolution as was observed in the 550°C TCL [15]. Figure 3e shows images of the specimens in Figures 3a-3d. Without pre-oxidation, the oxide appeared more uniform with no
indication of spallation. In contrast, the bright regions on the pre-oxidized specimens corresponded to areas of oxide spallation (i.e. exposed bare metal).

Figure 2. Room temperature tensile properties of APMT specimens versus estimated exposure temperature, (a) yield & ultimate tensile stresses and (b) uniform and total plastic elongation. Values after Pb-Li exposure are compared to annealed specimens and pre-oxidation conditions are noted. The shaded regions note as-received properties.

Figure 4 shows SEM/EDS results on an as-received APMT specimen exposed in the 600°C TCL hot leg that exhibited a mass loss of -7.59 mg·cm⁻². For the plan view, Figure 4a, variations in the Fe and Cr EDS maps indicate where the surface oxide is thicker, Figure 4b. Of course, EDS cannot detect Li, if it is present. In section, Figure 4c, Al and O were enriched at the surface, Figure 4d. The surface was not flat, suggesting dissolution occurred. Figure 5 shows similar SEM/EDS analysis of pre-oxidized specimens exposed at 549°C (Figures 5a and 5b) and 586°C (Figures 5c and 5d). For the plan view image, Figure 5a, the oxide is rich in Al and O and the spalled areas are rich in Fe, Cr and Mo, Figure 5b. For the polished cross-section, Figure 5c, the surface oxide is enriched in Al and O and Mo appears to be enriched along the alloy grain boundaries [18], Figure 5d.
Figure 3. Surface SEM images of APMT specimens exposed in 600°C TCL with estimated exposure temperature with (a, c) no pre-oxidation and (b, d) pre-oxidized; (e) macro images of specimens in (a-d). (a) is back-scattered (BSE) image and others are secondary electron (SE) images.

In order to determine if the spallation correlated with exposure temperature or mass change, the amount of spalled “bright” area was quantified using image analysis of the tensile specimen images, such as those shown in Figure 3e. For the specimens in the 600°C TCL, the results are shown in Figure 6. Figure 6a indicates that the amount of spallation increased with exposure temperature. Also, the specimens pre-oxidized at 1000°C for 2 h showed less spallation than those pre-oxidized at 1050°C at 8 h. Thus, the lower temperature pre-oxidation was used for the 650°C TCL. Figure 6b shows a slight
correlation between mass loss and spallation. Intuitively, the mass loss should increase as more of the scale was lost due to spallation. A similar analysis is in progress for the specimens from the 650°C TCL.

![Figure 4](image)

Figure 4. As-received APMT exposed to 542°C PbLi in HL: (a) SE surface image, (b) EDS mapping of selected region in (a), (c) BSE cross-sectioned image and (d) EDS mapping of (c).
Figure 5. Pre-oxidized APMT (2 h at 1000°C) (a) SE plan view after exposure in HL at 549°C and (b) EDS maps of (a); (c) BSE section image of 586°C HL specimen and (d) EDS maps of (c).
Figure 6. Estimated spallation area plotted versus (a) estimated exposure temperature and (b) specimen mass change in 600°C TCL. Three different pre-oxidation conditions were used.
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7. MECHANISMS AND ANALYSIS
7.1 HIGH-TEMPERATURE NEUTRON-IRRADIATION OF Ti-BASED Mn+1AXn PHASES—Matheus A. Tunes and Philip D. Edmondson (Oak Ridge National Laboratory)

OBJECTIVE

The overarching objective of this work is to perform detailed microstructural characterization of high temperature, neutron-irradiated Ti-based Mn+1AXn phases to provide a comparative microstructure database in support of the use of such materials in nuclear fusion applications.

SUMMARY

The Mn+1AXn phase alloys have been proposed for use in nuclear fusion reactors, but their radiation behavior has not yet been analyzed and understood when exposed to high temperature neutron-irradiation. Here, a transmission electron microscopy (TEM) based characterization of two Mn+1AXn alloys irradiated to 2 and 10 displacements per atom (dpa) at 1273 K has been performed. Initial results indicate that the defect microstructure is different when compared to lower temperature irradiations, with significant dislocation lines and networks being formed.

PROGRESS AND STATUS

Introduction

The Mn+1AXn phases can be defined as a recent class of engineered ternary compounds based on the mixing of an early transition metal (M), an element (A) from the IIIA-VIA groups of the periodic table with (X) carbon, nitrogen or both that produces a multi-layered crystal structure with both ceramic and metallic atomic planes. Due to its high-temperature oxidation resistance and superior mechanical strength when compared to pure ceramic compounds, there have been considerable efforts to assess the radiation tolerance of Mn+1AXn phases under displacive radiation aiming at its application within a fusion reactor core. The most recent research on the neutron-irradiation resistance of such materials has been concentrated on the analysis of radiation effects at moderate temperatures (573–973 K) and at low doses (0.1–1 displacement-per-atom or dpa). Among the several compounds studied, Ti3SiC2, Ti3AlC2 and Ti2AlC were found to be the most promising candidates with the generation of a few dislocation loops and black spots on the basal planes [1]. In this work, we report on the effects of high-temperature (1273 K) neutron irradiation of Ti3SiC2 and Ti2AlC and at dose levels of 2 and 10 dpa.

Experimental Procedure

Materials

Samples were irradiated in the High-Flux Isotope Reactor (HFIR) and the microstructural characterization has been carried out at the Low Activation Materials Laboratory (LAMDA) at the Oak Ridge National Laboratory (ORNL). The characterization of the radiation damage has been performed using conventional TEM techniques such as Bright-Field TEM (BFTEM), Dark-Field TEM (DFTEM) and $\mathbf{b} \cdot \mathbf{g} = 0$ condition for dislocation loop analysis.

Results

In contradiction to recent published results on the neutron irradiation effects of Ti-based Mn+1AXn phases, this work has identified different types of defects in such microstructures, including dislocation loops, dislocation lines, cavities and stacking faults. Additionally, there is strong evidence that the areal density of radiation-induced defects has increased significantly from 2 to 10 dpa (see Figure 1) which contradicts recent predictions in literature on the presumed self-healing and high dynamic recovery potentials of such compounds. We also found evidences for radiation-induced recrystallization in both microstructures at 10 dpa, although in all cases studied, the Mn+1AXn phases did not suffered amorphization. The results obtained thus far is suggestive of a different defect recovery occurring at elevated temperatures compared to those that have been observed in the lower temperature irradiations that have been published in the current literature.
Research Schedule and Progress

The electron microscopy characterization of the irradiated Ti-based \(M_{n+1}AX_n\) phases is planned to be completed by the end of January 2018, including the analysis of pristine samples. A scientific manuscript is currently being prepared.

Figure 1. The DFTEM micrographs (a,b) exhibit the evolution of black spots in the microstructure of the \(\text{Ti}_2\text{AlC}\) at 2 and 10 dpa, respectively. The BFTEM micrographs (c,d) revealed dislocation loops and dislocation lines on the basal planes observed at 2 dpa have evolved to complex dislocation networks at 10 dpa. For both cases, the areal density of defects has increased from 2 to 10 dpa.
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7.2 GENERATION AND INTERACTION MECHANISMS OF PRISMATIC DISLOCATION LOOPS IN FCC METALS—Can Erel, Giacomo Po, Tamer Crosby, and Nasr Ghoniem (University of California, Los Angeles)


The early stages of plastic deformation of fcc metals are characterized by the appearance of long dislocation dipoles and prismatic loops. Because they cannot self-annihilate by glide, prismatic loops are persistent debris, believed to play a significant role in strain hardening and patterning processes of both uni-axially and cyclically loaded fcc metals. Several characteristic features of plastic deformation can be directly related the formation, migration, and accumulation of prismatic dipolar dislocation loops. Much smaller prismatic loops are also produced in both fcc and bcc metals as a result of irradiation with energetic ions or neutrons. Collision cascades form a rich vacancy core surrounded by Self-Interstitial Atom (SIA) clusters. Because of the importance of these defects as obstacles to dislocation motion, and their influence on the formation of clear dislocation channels, they have been the subject of recent attention. We investigate the mechanisms of prismatic dipolar loop formation, motion, interactions, and large-scale patterning in fcc metals utilizing Discrete Dislocation Dynamics (DDD) [1]. We identify two main formation mechanisms; both enabled by cross-slip of screw dislocations. The first is termed Super-Jog-Drag-Truncation (SJDT), and the second is the Offset-Double-Cross-Slip (ODCS) mechanism. DD simulations show that the ODCS mechanism is a precursor to the SJDT mechanism, which then leads to the formation of prismatic dipolar loop arrays. It is shown that successive SJDT events enable a knitting mechanism that can generate long strings of prismatic loop arrays, consistent with experiments. We show that fully sessile dislocation segments arise in several loop-loop interactions, leading to Frank-Read and single-arm type sources. A new stable butterfly configuration is found when two (111) [011] prismatic loops interact to form glissile segments on conjugate glide planes, joined by one sessile segment that pins this structure. Absorption of prismatic loops by screw segments and the formation of helical turns is reproduced by DD simulations, consistent with earlier MD results [2]. An efficient new tripolar transport mechanism is found to contribute to the clustering of prismatic dipolar loops near Persistent Slip Band (PSB) channel walls during fatigue loading.

In summary, the following unique findings are drawn from the present study:

1. A new mechanism of knitting dislocation loop arrays has been shown to produce large arrays of dipolar loop strings of nearly equal size, consistent with the experimental observations of Carstensen (1998) [3];
2. New sessile dislocation configurations have been discovered as result of dislocation-dipolar loop, and loop-loop interactions (see Figure 1). Such sessile segments can act as strong dislocation obstacles, as well as provide new Frank-Read type sources;
3. A new tripolar drag mechanism was discovered. This transport mechanism is shown to lead to the formation of long, tight dipoles near PSB walls; and
4. The present dislocation dynamics calculations have confirmed literature MD simulations of dislocation-loop interactions, thus establishing the high fidelity and accuracy of DDD simulations.
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Figure 1. Mechanism of dipolar loop chopping by an edge dislocation. The sequence of events leading to loop chopping confirms the MD simulations of (Nomoto et al., 2005).
7.3 DEPENDENCE OF HARDENING AND SATURATION STRESS IN PERSISTENT SLIP BANDS ON STRAIN AMPLITUDE DURING CYCLIC FATIGUE LOADING—Can Erel, Giacomo Po, and Nasr Ghoniem (University of California, Los Angeles)


The localization of plastic strain into Persistent Slip Bands (PSBs) is the most distinguishing feature of fatigued Face-centered cubic (FCC) crystals. The stress-strain behavior of a small volume containing a few PSBs is almost the same as that of the whole crystal in which they are embedded. This striking feature is a direct result of the fact that, once PSBs form, the applied strain is almost entirely accommodated by increasing the volume of the material containing PSBs. The behavior takes place at a critical stress value (so-called saturation stress), which, once attained, plastic deformation is accommodated by nucleation of more PSBs, and not by changing the deformation behavior within them. In addition to this significant observation about PSBs, their interaction with the free surface leads to roughening and ultimately fatigue crack nucleation. Cyclic loading of FCC single crystals leads to the formation of PSBs over a wide range of applied strain amplitudes.

The hardening and saturation stress associated with cyclic loading of Cu single crystals are reproduced with 3-D discrete dislocation dynamics simulations [1]. Evolution of the dislocation microstructure in PSB channels and walls during cyclic loading is shown to explain key features of plastic deformation. Screw dislocation segments are found to deposit edge components near PSB channel walls resulting in the nucleation of half-loops that expand into neighboring channels. The saturation stress is found to be \( \tau_s \approx 34 \text{ MPa} \) at an applied strain amplitude, \( \gamma_p = 7.5 \times 10^{-3} \), within the range of experimental observations [2,3]. It is shown that once PSBs are formed, subsequent cycling at lower strain amplitudes does not lead to their elimination, but the cyclic stress–strain behavior is modified. At lower values of \( \gamma_p \) of previously formed PSBs, the saturation stress is found to decrease to \( \tau_s \approx 24 \text{ MPa} \) at \( \gamma_p = 1.5 \times 10^{-3} \). Plastic energy dissipation in hysteresis loops is also significantly reduced but not removed. However, some reverse plasticity is shown to take place upon unloading at low values of \( \gamma_p \), and is a direct result of strain recovery of loops that expand into neighboring channels during the loading phase.

In summary, the following aspects were revealed by the present investigation:

1. The saturation stress dependence on the applied strain, and its consistency with experimental observations.
2. Reverse plasticity behavior at low applied strain amplitudes in pre-deformed PSBs.
3. Dislocation permeation through PSB walls, and the consequence on the shape of the hysteresis loop.
4. The origin of hardening in hysteresis loops as it relates to screw dislocations overcoming opposing screw dislocations at various inter-planar distances, dipolar loops at the interface between walls and channels, and the bowing out of edge segments into adjacent channels.
5. The avalanche behavior of dislocations associated with the collective interaction between dense edge segments at PSB walls when the saturation stress is reached.
6. Plastic energy dissipation in hysteresis loops is significantly reduced at lower applied strain amplitudes of pre-deformed PSBs, but not eliminated. The PSB formation phenomenon cannot thus be viewed as a reversible phase transition, as postulated in some literature.
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Figure 1. Dislocation microstructure accompanying the states a) A, b) B, c) C and d) D, $\gamma_p = 7.5 \times 10^{-3}$. Note the significant bowing out of edge segments at the interface between channels and walls in state B, and the very well-organized structure in state D, where dislocations have nearly rectangular racetrack configurations.
7.4 TOWARDS BEND-CONTOUR-FREE DISLOCATION IMAGING VIA DIFFRACTION CONTRAST STEM—Yuanyuan Zhu, Danny Edwards, Mychailo Toloczko, Richard J. Kurtz (Pacific Northwest National Laboratory), and Colin Ophus (Lawrence Berkeley National Laboratory)

Extended abstract of a manuscript under the review by Ultramicroscopy.

Dislocation imaging using transmission electron microscopy (TEM) has been an invaluable tool for characterizing crystallographic defects in metals. Compared to conventional TEM (CTEM), diffraction contrast imaging scanning transmission electron microscopy (DCI STEM) provides better defect contrast with almost negligible bend contour artifacts, enabling more reliable analysis of dislocation structures. To fully understand the behavior of defect contrast, we investigated the image formation process and found that DCI STEM alleviates bend contours by averaging out the rocking-curve oscillation in reciprocal space. Combining DCI STEM with analytical techniques already available in STEM imaging mode, we propose a new routine for comprehensive characterization of crystallographic defects as well as chemical information. This way of obtaining clearer and more comprehensive microscopy data tailored for nuclear structural alloys paves the way to improved determination and understanding of irradiation effects.

HIGHLIGHTS

Figure 1 schematically illustrates a new workflow that is capable of comprehensive microstructural and chemical characterization of irradiation-induced defects under a single imaging mode. Considering that foil thickness is important for an accurate estimation of dislocation density and precipitate number density, STEM-based electron energy loss spectroscopy (EELS) is the first step to provide TEM foil thickness information. Next, STEM dislocation imaging is conducted in selected regions with suitable foil thickness. Over the same sample region, STEM-based energy-dispersive X-ray spectroscopy (EDS) is
then performed to provide complementary chemical information in the same area of interest.

This is made possible due to the development of DCI STEM. Although previous studies have proven that, with proper parameters, DCI STEM satisfies the dynamical theory of diffraction contrast including $g \cdot b$ criteria, it has not been clear how DCI STEM suppresses bend contours nor how different STEM parameters affect the contrast of dislocation images. In this work, we investigated the image formation process in STEM mode (Figure 2) and found both the STEM convergence and collection semi-angles, $\alpha_S$ and $\beta_S$, need to be reasonably large (around a few mrad) to alleviate the bend contours that often dominate the background contrast of TEM dislocation images. Unlike the parallel electron beam in CTEM, the converged STEM electron probe opens a cone in reciprocal space that accesses the rocking-curve oscillation; then a sufficiently large $\beta_S$ ($\sim \alpha_S$) behaves like a “mask” averaging out this oscillation, leading to a uniform background when imaging dislocations. It is particularly powerful in resolving complex microstructures containing a high density of dislocations, grain boundaries, and precipitates as typically observed in nuclear structural alloys. Moreover, we found relatively thick foils do not significantly degrade the DCI STEM image quality, an inherent advantage over CTEM images, which are usually limited to $< 200$ nm of foil thickness for any appreciable dislocation density ($\sim 10^{15}$ per m$^2$). Thus, the improvement in dislocation imaging coupled with the ability to simultaneously capture chemical information in STEM mode allows a faster, more comprehensive characterization of crystallographic defects and chemical information in a single imaging mode. This streamlined characterization can advance understanding of the interactions between irradiation-induced defects or between these defects and matrix grain structures, and can facilitate comparisons among nuclear alloys exposed to different irradiation conditions.

![Figure 2. The influence of STEM bright field (BF) collection semi-angle $\beta_S$ size on the presence of bend contours in dislocation imaging in STEM mode.](image)
8. MODELING PROCESSES IN FUSION SYSTEM MATERIALS
8.1 RADIATION EFFECTS ON COHERENT PRECIPITATES IN BINARY Cu-1%Co ALLOYS—Ling Wang and Steven J. Zinkle (University of Tennessee, Knoxville)

OBJECTIVE

This study aims at providing initial information on the ballistic stability of different types of precipitates in different binary model alloys.

SUMMARY

Transmission Electron Microscopy (TEM) observations of the loss of coherency in Co-rich precipitates in heavy ion irradiated Cu-1%Co alloys serve as a 'diagnostic monitor' providing an indicator of the radiation defect migration behavior, since the interaction between radiation defects and coherent precipitates produces loss of precipitate coherency. Semi-coherent precipitates were observed in ion irradiated Cu-1%Co binary alloys, coexisting with coherent precipitates, well beyond the nominal maximum 600 nm depth of the irradiated region due to the migration behavior of interstitials under 1MeV Ni ion irradiation at 350°C to a peak dose of 12 dpa. The observed extent of the loss of coherency regime of 1700 nm beyond the nominal ion irradiation zone is significantly larger than expected 3-D motion mean free path, calculated as 127 nm, and more close to the calculated 1-D migration mean free path of 5600 nm for the initial precipitate size and density, indicating that most of the radiation-produced clusters exhibit 1-D motion.

PROGRESS AND STATUS

Introduction

Computer simulations of defect clusters in face centered cubic and body centered cubic metals [1-3] predict that defect clusters with sizes from ~5 to >50 vacancies or self-interstitial atoms (SIAs) may be highly mobile and exhibit predominantly one-dimensional (1-D) migration behavior. Since vacancy clusters become thermally unstable at temperatures above ~150°C (Recovery Stage V) due to typical binding energies of ~1 eV whereas SIA clusters are typically stable up to temperatures above ~700°C due to SIA cluster binding energies of >3 eV [2], glissile SIA clusters are of particular importance for operating temperatures relevant for nuclear energy applications. However, experimental confirmations of highly glissile 1-D migration of defect clusters is incomplete, and mainly consist of occasional observations of 1-D motion of SIA [4] or vacancy [5] clusters.

Experimental Procedure

Based on previous reports [6], a Cu-1%Co binary alloy was heat treated (Table 1) to produce uniformly distributed coherent Co-rich precipitates in Cu matrix with a measured number density of 4.3×10²⁰/m³. The precipitate sink strength [7] is listed as 2πNd, where N and d are the precipitate density and diameter (Table 2). Following heat treatment, this alloy was mechanically polished to a mirror like surface and then irradiated at room temperature or 350°C with 1 MeV Ni+ ions in the Ion Beam Materials Laboratory at the University of Tennessee Knoxville (UTK). The damage range calculated by Stopping and Range of Ions in Matter (SRIM) 2013 code (Kinchin-Pease simulation mode) was around 600 nm and the peak dose was 12 dpa, assuming displacement threshold energy of 30 eV for pure copper.

Cross-sectional TEM foils were prepared via focused ion beam (FIB) lift-out techniques by using an Field Electron and Ion Company (FEI) Quanta 3D 200i Dual Beam workstation. In order to reduce un-wanted FIB-induced damage and surface oxide layers, all samples were further thinned using Ar+ ions at 900eV in a Fischione Nanomill 1040 system with an incidence angle of ±10° for 3 min, and then cleaned in a Fischione 1020 Plasma Cleaner for another 3 min. Conventional TEM examination was performed in a Japan Electron Optics Laboratory (JEOL) 2100F operated at 200kV. X-ray energy dispersive
spectroscopy (EDS) mapping was performed in an FEI Talos F200X scanning/transmission electron (S/TEM), using a SuperX four-detector EDS system.

Results

It is known that freely-migrating point defects, generated by neutron or ion irradiation, can be absorbed at sinks such as grain boundaries, dislocations, surfaces and precipitate interfaces [7]. In this study, the average grain diameter is around 150 $\mu$m in our bulk sample (much larger than the ion irradiated regions investigated in this work) and the dislocation density was very low. Therefore, the majority of the irradiation-induced point defects can be trapped at the interface between Co-precipitates and the matrix because of their affinity in terms of lattice strain. As a neutral sink, coherent precipitates act as traps that capture a defect but preserve its identity until it is annihilated by the opposite type defect. The precipitate coherency can be envisioned by considering that a certain volume of the matrix (copper) is removed and replaced by a different volume of product phase (Co-precipitate). The difference in volume leads to a dilatational strain which is negative, due to the smaller lattice parameter of Co compared to Cu matrix induced volume change. The interface of the coherent precipitate with the matrix can be modeled as containing a distribution of saturable traps. The bright field (BF) TEM images of Cu-1%Co specimens with the sink strength of $5.9 \times 10^{13}/m^2$ irradiated at 350°C to a peak dose of 12 dpa are shown in the middle of Figure 1. Here, three interesting regions may be observed, each of which is depicted in several high magnifications BF and dark field (DF) images. The first region is called ‘incoherent region’ and it’s visible through the whole irradiated region, where the depth from the irradiated surface is around 600 nm. In this region, Co-precipitates lose coherency due to absorption of interstitials and vacancies at the interface of the coherent precipitate with the matrix and become totally incoherent with the matrix. In other words, the precipitate loss of coherency is indicative that the coherency strain is relieved by absorbing radiation defects [4]. The corresponding high magnification TEM image of those incoherent precipitates is shown in Figure 2. The second region we call ‘coherent region’; it has uniformly distributed coherent and spherical precipitates and is located a couple of micrometers deeper than the irradiated region. The third region occurs between the irradiated incoherent region and deep unirradiated coherent regions and consists of a combination of incoherent and coherent precipitates; approximately 90% of the Co-precipitates become incoherent with some small loops. This transition region extends from the irradiated maximum depth (“end of range”) to 1700 nm beyond the end of range.

Figure 2 shows three high magnifications TEM images of incoherent ‘cauliflower like’ shape Co-precipitates at three different depths within the ion irradiated region at 350°C. The zone axis is <100>.

Figure 3 shows an EDS mapping of one of the above Cu-1%Co alloys irradiated with 1 MeV Ni ions at room temperature to a peak dose of 12 dpa. Co-precipitates exhibited stable size and density as in the incoherent region. The precipitate mean diameter was 29 nm in the ion irradiated region, 26 nm in the intermediate region and 23 nm as original mean diameter.

Compared to predicted 1-D and 3-D migration of SIA clusters in homogeneously distributed precipitate sinks [8], Table 2 showed partial loss of precipitate coherency results that are consistent with 1-D defect cluster motion as the observed extent of the loss of coherency regime (1700 nm beyond the calculated ion damage range) is significantly larger than 3-D motion mean free path, calculated as 127 nm, and is more close to the calculated 1-D motion mean free path of 5600 nm for the initial precipitate size and density, indicating the most SIA clusters would migrate in 1-D motion.

Conclusions

Semi-coherent precipitates were observed in ion irradiated Cu-1%Co binary alloys, coexisting with coherent precipitates well beyond the nominal maximum 600 nm depth of the irradiated region due to the migration behavior of interstitials under irradiation condition at 350°C. The loss of coherency in these Co-precipitates acts as a ‘diagnostic monitor’ providing an indicator of the radiation defect migration behavior
upon heavy ion irradiation, since the interaction between radiation defects and coherent precipitates produces loss of precipitate coherency.

### Table 1. Pre-ion irradiation heat treatment and precipitate size, density and sink strength

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Solution Annealed</th>
<th>Cooling</th>
<th>Aging</th>
<th>Cooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu-1%Co</td>
<td>1000°C/1h</td>
<td>WQ</td>
<td>600°C/1h</td>
<td>AC</td>
</tr>
</tbody>
</table>

### Table 2. Calculation results by 1-D vs. 3-D migration of SIA clusters on microstructural evolution

<table>
<thead>
<tr>
<th>Alloys</th>
<th>ppt. size range (nm)</th>
<th>ppt. mean size (nm)</th>
<th>Density (m⁻³)</th>
<th>Sink strength ~2πNd (m⁻²)</th>
<th>3-D motion λ-(πR²N)⁻¹ (nm)</th>
<th>1-D motion λ-(4πRN)⁻¹/² (nm)</th>
<th>Observed BEOR loss of coherency (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu-1%Co</td>
<td>14~32</td>
<td>23</td>
<td>4.3×10²⁰</td>
<td>5.9×10¹¹</td>
<td>127</td>
<td>5600</td>
<td>~1700</td>
</tr>
</tbody>
</table>

Figure 1. The BF TEM images of Cu-1%Co binary alloys irradiated at 350°C to a peak dose of 12 dpa. The displacement damage depth profile is shown in the upper left inset figure.
Figure 2. High magnification TEM images of incoherent ‘cauliflower like’ shaped Co-precipitates at three different depths.

Figure 3. The EDS mapping of Cu-1%Co irradiated with 1MeV Ni ions at room temperature to a peak damage level of 12 dpa. The mean diameter of Co-precipitates in irradiated region (incoherent precipitates) is 29 nm, 26 nm in the region up to ~1 μm beyond the nominal irradiated region, and 23 nm in the original unirradiated regions.

Future work

The next step is to investigate the sink strength dependence on the extent of the loss of coherency regime through different precipitation treatment on Cu-1%Co binary alloys. Further experimental studies are needed to quantify the irradiation temperature- and dose rate-dependent conditions where sink strength become significant in radiation defect migration behavior.
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8.2 DEVELOPMENT OF INTERATOMIC POTENTIALS IN TUNGSTEN-RHENIUM SYSTEMS—W. Setyawan and R. J. Kurtz (Pacific Northwest National Laboratory), N. Gao (Institute of Modern Physics, Chinese Academy of Science, China)


The objective of this research is to develop interatomic potentials for exploring radiation damage in W in the presence of solid transmutation product Re and radiation-induced precipitation of W-Re intermetallic phases. A tungsten-rhenium classical interatomic potential is developed within the embedded atom method interaction framework. A force-matching method is employed to fit the potential to \textit{ab initio} forces, energies, and stresses. Simulated annealing is combined with the conjugate gradient technique to search for an optimum potential from over 1300 initial trial sets. The potential is designed for studying point defects in tungsten-rhenium systems. It gives good predictions of the formation energies of Re defects in tungsten and the binding energies of tungsten self-interstitial clusters with Re. The trend on the binding energies of small clusters of WW111 dumbbells with a substitutional Re atom is shown in Figure 1. The trend is compared to that calculated with the density functional theory (DFT) and a published potential (Bon17) [1].

![Figure 1. Binding energy of size-\(n\) WW111 clusters to a Re atom substituting one of the W dumbbell atoms. Results obtained using the fitted W-Re embedded-atom method (EAM) potential, a published Bon17 potential [1], and DFT [2]. The data points represent the average over the three most stable clusters. The tic marks represent the minimum and maximum values. The fit curve shows the fit over the DFT data as done in Ref. [2].](image)

The potential is further evaluated for describing the formation energies of structures in the \(\sigma\) and \(\chi\) intermetallic phases. The predicted convex-hulls of formation energies are in excellent agreement with the \textit{ab initio} results as shown in Figure 2. In Figure 2, the convex-hull for each phase is drawn connecting the stable structures within the phase. Structures labelled as \(\sigma\)-20 and \(\chi\)-4 represent the stable structures with Re concentration closest to that in the respective stoichiometric \(\sigma\) (WRe) and \(\chi\) (WRe\(_3\)) compounds, i.e. 50% and 75% respectively. As evident from Figure 2, the fitted EAM potential performs significantly better than the Bon17 potential in reproducing the DFT results. In fact, the formation energy of the \(\sigma\)-20 and \(\chi\)-4 is within 8 and 16 meV of the DFT values, respectively, while with Bon17 potential the differences are 55 and 201 meV.
Figure 2. Formation energy of W-Re structures in the $\sigma$ and $\chi$ phases with respect to bcc W and hcp Re. The stable structures in each phase are connected with a common-tangent line forming a convex-hull. The indices of the stable structures are shown.

The potential is also suitable for modeling intrinsic defects in a pure Re. The predicted formation energies of vacancy and interstitial defects are in good agreement with DFT. Specifically, the potential correctly predicts that the basal configurations BO and BS and the non-basal configurations C, O, S, and T are stable, while the basal BT and BC are unstable and spontaneously relax to the BO configuration. The interstitial configurations are depicted in Figure 3. In addition, DFT calculations show that C and T are the most stable configurations with the same formation energy of 6.52 eV. The potential also predicts C and T as the two most stable configurations with a formation energy of 6.29 eV and 6.40 eV, respectively. This is in contrast to Bon17 potential which incorrectly predicts BO to be the ground state configuration with a very high formation energy of 11.96 eV.

Figure 3. Interstitial configurations in an hexagonal close-packed lattice, namely crowdion (C), octahedral (O), split dumbbell (S), tetrahedral (T), basal projections of octahedral (BO) and tetrahedral (BT), basal crowdion (BC), and basal split dumbbell (BS).

Furthermore, by including liquid structures in the force-matching fit, the developed potential also performs better in describing the melting behavior of Re than the Bon17 potential. To validate the melting behavior, the melting temperature is determined by monitoring the crystalline/liquid interface of a two-phase system at zero external pressure. The fitted potential predicts the melting temperature of Re at 3130 K in good agreement with the experimental value of 3459 K, compared to Bon17 potential which predicts 4836 K.
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8.3 OKMC STUDY OF DEFECT ACCUMULATION IN TUNGSTEN AT ROOM TEMPERATURE DUE TO RADIATION CORRESPONDING TO PKA SPECTRA OF 14-MeV-NEUTRON AND HIGH-FLUX ISOTOPE REACTOR (HFIR)—G. Nandipati, W. Setyawan, K. J. Roche, R. J. Kurtz (Pacific Northwest National Laboratory) and B. D. Wirth (University of Tennessee)

OBJECTIVE

The objective of this work is to understand differences in damage accumulation in pure tungsten (W) at room temperature due to radiation with primary knock-on atom (PKA) spectra corresponding to a 14 MeV-Neutron source and the High-Flux Isotope Reactor (HFIR) using the object kinetic Monte Carlo (OKMC) method.

SUMMARY

Using KSOME [1,2], OKMC simulations of radiation damage at room temperature (300 K) in pure, polycrystalline tungsten with a grain size of 2 μm were carried out. Preliminary simulation results are presented for damage accumulation in W when subjected to neutron bombardment with a PKA spectrum corresponding a 14 MeV-Neutron source for dose rates of $2.3 \times (10^{-4} \sim 10^{-8})$ dpa/s and HFIR for dose rates of $5.8 \times (10^{-4} \sim 10^{-8})$ dpa/s. During the initial stage of irradiation, both the number density of vacancies and vacancy clusters increase linearly with dose (<5 x 10^{-2} dpa) and saturate with increasing dose. As expected, the density of vacancies and vacancy clusters and their average size are independent of dose rate, except for the lowest dose rate studied. Due to dissociation of di-vacancies, a small, but a noticeable increase in the vacancy cluster density is observed at the lowest dose rate studied. Nevertheless, the qualitative behavior of damage accumulation as a function of dose and dose rate is the same for both PKA spectra.

PROGRESS AND STATUS

Introduction

Simulations were performed using a non-cubic box with dimensions $95.10 \times 96.37 \times 97.00$ nm$^3$ (300$a_0 \times 304a_0 \times 306a_0$, where $a_0$ is the lattice constant of tungsten), with each axis parallel to an $a_0(100)$ type direction. Each defect can hop to one of eight possible body-centered cubic nearest neighbor lattice sites at a distance of $a_0/2(111)$. Finite periodic boundary conditions were adopted in all three directions i.e. periodic boundary conditions are applied, but whenever a mobile object moves a distance larger than the average grain size, it is removed from the simulation, and it is no longer tracked. In the present simulations, we used an average grain size of 2 μm and no intragranular traps (dislocations or impurities) were considered.

The values of the binding energies of defects used in the present annealing simulations were taken from the ab initio calculations of Becquart et al. [3] while the migration barriers were taken from molecular dynamic (MD) simulations [4] using an embedded-atom method (EAM) potential for W [5]. In the present simulations, self-interstitial atom (SIA) clusters larger than size five were constrained to diffuse in 1D along one of four $⟨111⟩$ directions. The SIA clusters up to size five can change their direction of 1D motion via rotation and thereby perform a mixed 1D/3D migration. The activation barrier for changing direction from one $⟨111⟩$ direction to another is 0.38 eV [6]. The direction of 1D motion was assigned randomly to the SIAs at the start of a simulation, and interstitial clusters of all sizes are assumed to be glissile. Their migration/diffusion rates decrease with increasing cluster size (n) according to $ν_o n^{-1}$ ($ν_o = 6 \times 10^{12}$ s$^{-1}$) while the migration barrier is taken to be independent of cluster size.

For a single vacancy, the activation barrier for diffusion is taken as 1.30 eV [7], and vacancy clusters larger than five are assumed to be immobile. However, at room temperature vacancy clusters of all sizes are immobile but can emit mono-vacancies. The vacancy (SIA) dissociation rate is given by $Γ_d = ν_d \exp((E_m + E_d)/k_BT)$, where $E_d$ is the binding energy of a vacancy (SIA) to a vacancy (SIA) cluster, and $E_m$
is the migration energy of a single vacancy (SIA). We have assumed that defect clusters of all sizes and types are spherical objects, and their capture radii are obtained from Ref. [3].

An extensive database of cascades with PKA energies ranging from 10 keV to 200 keV, generated at 300 K using MD simulations [7, 8] was used to carry out the present simulations. Individual cascades were randomly selected from the cascade database based on the PKA spectrum being considered and were inserted into the simulation box at random positions based on the cascade production rate. The production rate of cascades, which is the number of cascades produced in the simulation cell per second, dose rates and the accumulated DPA (displacements per atom) are calculated based on the NRT displacements per cascade ($\nu_{\text{NRT}}$) [9]. Also note that unless explicitly specified, the term ‘PKA energy’ represents the damage energy ($E_{\text{MD}}$) and not the recoil energy ($E_{\text{PKA}}$) of a PKA.

**Results**

Figures 1 and 2 show the densities of individual vacancies and vacancy clusters, and the average vacancy cluster radius as a function of dose for various dose rates for 14 MeV-Neutron and HFIR irradiation, respectively, at 300 K. During the initial stages of irradiation, a large fraction of the SIAs are absorbed at grain boundaries leading to a linear increase the density of individual vacancies with dose that can be seen in Figures 1(a) and 2(a). After this linear regime, an increasing fraction of the SIAs recombine with vacancies resulting in a gradual decrease of the damage (vacancy) accumulation rate. Finally, when all SIAs produced by a cascade recombine, the vacancy density approaches saturation. Accordingly, only the information regarding vacancies is shown in Figures 1 and 2. Also, note that only order-of-magnitude of dose rates are shown in the figures.

![Figure 1](image_url)

**Figure 1.** Comparison of (a) vacancy density, (b) vacancy cluster density and (c) average vacancy cluster radius as a function of dose at various dose rates for a 14 MeV-Neutron PKA spectrum.
Figure 2. Comparison of (a) vacancy density, (b) vacancy cluster density and (c) average vacancy cluster radius as a function of dose at various dose rates for the HFIR PKA spectrum.

At 300 K, SIA clusters are the only diffusing defect species, and during irradiation they are either absorbed at grain boundaries, especially during the initial stages or recombine, at much shorter time scales when compared to the time interval between consecutive cascade insertions. Therefore, as expected, there is no effect of dose rate on the damage accumulation for both PKA spectra. This is typical of damage accumulation at temperatures where vacancies are immobile. Note that the same amount of irradiation damage is produced by both PKA spectra, regardless of the time required to reach a given dose. However, the surviving damage at that dose differs between the two PKA spectra due to the difference in the production rates of various defect cluster sizes. For the 14 MeV-Neutron source, higher production rates of large defect clusters result in faster accumulation of surviving damage when compared to HFIR irradiation, which can be seen by comparing the slopes of the linear-region in Figures 1(a) and 2(a). Production of larger defect clusters result in a lower fraction of diffusing defect species, which in turn reduces recombination resulting in a higher surviving damage. Nevertheless, for both PKA spectra the start of the non-linear regime seems to occur at approximately (slightly later in the HFIR’s case) the same dose (see Figures 1(a) and 2(a)).

At temperatures where vacancies are immobile or diffuse slowly, the vacancy density, the vacancy cluster density, and the average vacancy cluster radius are expected to be independent of dose rate. However, for both PKA spectra, from Figures 1(b) and 2(b), and Figures 1(c) and 2(c), it is evident that the expected behavior is not observed at the lowest dose rate studied. The increase in the vacancy cluster density and a corresponding decrease in the average vacancy cluster radius at the lowest dose rate is due to vacancy dissociation. We think this is due to the repulsive binding energy of di-vacancies, which makes their dissociation rate much higher than their diffusion rate. This behavior is much more noticeable for HFIR irradiation because of the higher production rate of small vacancy clusters. Note that at fusion-reactor relevant temperatures, di-vacancies dissociate as soon as they are formed. However, at room temperature and especially for higher dose rates, the dissociation rate is slower than the cascade production rate, and even di-vacancy clusters tend to grow rather than dissociating.

Qualitatively, the damage accumulation behavior as a function of dose and dose rate observed in the present simulations is similar to that observed in our previous irradiation simulations of tungsten at 300K using only the cascades of a particular PKA energy, i.e. PKA spectrum corresponds to a delta function at that PKA energy [10]. The number density of vacancies and vacancy clusters increased linearly during the initial stages and saturated with increasing dose, in individual simulations using PKA energies ($E_{MD}$) of 40, 50, 60, 75, 100 keV. In contrast, in the individual simulations using cascades with PKA energies of 10, 20 and 30 keV damage accumulation increased linearly with dose up to 1.0 dpa, the maximum dose studied. Interestingly, even though the average $E_{MD}$ of the HFIR PKA spectrum between 10-200 keV ($E_{MD}$) is approximately 28 keV, the behavior of damage accumulation is considerably different from that is obtained in the irradiation simulation using only the 30 keV cascades.
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OBJECTIVE

The objective of this study is to investigate the deformation behavior of ductile phase toughened W-composites such as W-Cu and W-Ni-Fe using a multiscale finite element model that involves a microstructural dual-phase model where the constituent phases (i.e., W, Cu, Ni-Fe) are finely discretized and are described by a continuum damage model. Such a model is suitable for modeling deformation, cracking, and crack bridging for W-Cu, W-Ni-Fe, and other ductile phase toughened W-composites, or more generally, any multi-phase composite structure where two or more phases undergo cooperative deformation in a composite system. During the current report period, we further validated the dual-phase microstructural approach by simulating the response as well as damage and fracture development of W-Cu un-notched and notched (SENB) specimens subjected to three-point bending and comparing the predictions to the corresponding experimental results to validate the model [1].

SUMMARY

A promising approach to increasing fracture toughness and decreasing the ductile-brittle transition temperature (DBTT) of a W-alloy is by ductile-phase toughening (DPT) [2-4]. In this approach, a ductile phase is included in a brittle matrix to increase the overall work of fracture for the material. There is a need for improved mechanical property models of such composite systems to optimize these structural materials with regard to high-temperature strength and fracture toughness for fusion-energy applications. We have further investigated the deformation behavior of a W-Cu composite, and refined the developed microstructural approach to predict crack initiation, propagation and load-displacement response controlled by DPT mechanisms. This report summarizes the validation of the dual-phase microstructural models developed for W-Cu un-notched and notched specimens subjected to three-point bending.

PROGRESS AND STATUS

Introduction

Tungsten (W) and W-alloys are the solid materials of choice for plasma-facing components (PFCs) of future fusion reactors, such as the International Thermonuclear Experimental Reactor (ITER) and Demonstration Power Plant (DEMO), due to their high melting point, strength at high temperatures, high thermal conductivity, low coefficient of thermal expansion, and low sputtering yield [5-7]. However, W and most W-alloys exhibit low fracture toughness and a high DBTT that would render them as brittle materials during reactor operations [5,7,8]. The DBTT for unirradiated W-alloys typically ranges from 573K to 1273K (300 to 1000°C), and in a reactor environment radiation hardening would further elevate this range [7,9,10]. The W-alloys toughened by engineered reinforcement architectures, such as DPT, are strong candidates for PFCs. The principles of DPT are illustrated in Figure 1, which shows an actual and schematic illustration of ductile bridging ligaments stretching across an open crack in a brittle W matrix material [1]. The W-Cu is a DPT composite for model development purposes only.

Model Development

The approach used to build the finite element (FE) model for a W-Cu single-edge-notched bend (SENB) bar ((16 mm x 3.3 mm x 1.65 mm) is presented in [11,1]. This approach generates homogenized, meshed regions adjacent to the dual-phase meshed region shown in Figure 2a to create a fully meshed model of a bend bar that corresponds to the physical dimensions of an actual W-Cu SENB specimen. During the current report period, this approach was also applied to build a model for the un-notched W-Cu three-point bend specimen shown in Figure 2b. The dimensions of the un-notched specimen are: 16 mm x 3.24
mm x 1.55 mm. The dimensions of its supports, loading pin and bar as well as the support span are the same as those for the SENB specimen [1]. Because of cracking found along the specimen bottom surface after bending experiments, the width of the dual-phase domain (6.6 mm) considered for the un-notched specimen is significantly larger than the width of the dual-phase domain for the SENB specimen (4.72 mm). The as-created FE meshes shown in Figures 2a and 2b for the bend specimens possess three regions: the dual phase W-Cu microstructural region where damage, fracture and large deformation occur, and two adjacent continuum homogenized W-Cu linear elastic regions. Meshing for the silicon carbide (SiC) supports and loading pins was performed using their actual dimensions (diameter = 3.1 mm) and support span (13 mm). The SiC loading bar that applied the displacements to the loading pin was also modeled. All contacts between different entities of the models (Figure 2) are assumed to be frictionless.

Figure 1. a) Scanning electron microscope (SEM) images of a crack in W-Cu tested at 632°C in argon showing Cu ligaments bridging a crack [1]. b) A steady-state bridging zone shown schematically in 2D.

Figure 2. (a) The FE mesh of the W-Cu SENB specimen (3.3 mm x 1.6 mm x 16 mm). (b) The FE mesh of the W-Cu un-notched specimen (16 mm x 3.24 mm x 1.55 mm). The dual-phase microstructural domains are finely discretized with the constituent phases identified by color (yellow: copper; blue tungsten) [1].
The constitutive behaviors of W and of Cu considered in the analyses are described by an elastic-plastic damage model implemented in Pacific Northwest National Laboratory’s (PNNL’s) Eshelby-Mori-Tanaka Approach to Non-Linear Analysis (EMTA-NLA) [12] that acts as a user-subroutine module of ABAQUS. The model treats the different behaviors in tension and compression by only allowing damage evolution for a tensile stress state. While the stress/strain behaviors of macroscale Cu (e.g., [13]) and macroscale W (e.g., [14]) are rather well-known, the same kinds of elastic-plastic responses of these metals at the micron-scale of the microstructure (~grain size) are not known and constitute a challenge in this research. This problem is known as the size effect on material strength that has been reported for various materials including metals and ceramics. In this work, the reported stress/strain data for bulk Cu and W [13-14] were used as initial guesses. A series of FE analyses of the specimen models was performed to adjust model parameters until the predicted damage and fracture patterns as well as load-displacement responses reasonably agree with the corresponding experimental results. Thus, a single set of model parameters identified for each material (i.e., Cu or W) were used in the analyses of both specimen models [1].

Results

The FE models for the W-Cu SENB and un-notched specimens subjected to three-point bending were analyzed by ABAQUS. The crack propagation patterns for the W-Cu SENB specimen discussed in our previous report [11] are shown in Figure 3 for a comparison with the results for the un-notched specimen. Damage is quantified by a damage indicator that varies from 0 to 1. If the failure indicator is equal to 1, total failure (or fracture) occurs and is captured by a vanishing element method. In the SENB specimen, the cracks are found to meander and link up to form a main crack that propagates into the material close to the vertical centerline of the dual-phase domain. Figure 3a also shows the damage and crack patterns in the dual-phase domain for the un-notched specimen at an advanced stage of fracture. Many micro cracks meander and link up to form a main crack that propagates into the material nearly in the center of the dual-phase domain. In addition, a number of smaller cracks are predicted along the tensile surface of the specimen, meandering nearly parallel to the main crack. Figure 3b shows the cracked regions observed in experiments (performed at room temperature) on the SENB and un-notched specimens that validate model predictions for crack patterns and propagations. The predicted load-displacement responses for these specimens reported in Figures 4a and 4b agrees reasonably well with the experimental data.
Conclusions

During this report period, important progress has been made in both modeling and experimental efforts to develop ductile phase-toughened tungsten for plasma-facing applications. We have finalized and experimentally validated a dual-phase microstructural approach to simulate W-Cu un-notched and SENB specimen tests. The current model predictions show good agreement with our recent experimental data with respect to load-displacement curves and crack patterns as well as propagation directions in the W-Cu composite. The model can effectively capture the bridging mechanism responsible for retarding crack
propagation. The developed approach appears to be robust and can be further enhanced to tailor the mechanical properties of DPT composites provided the constitutive properties are known.

**Future Work**

The developed approach is being applied to study W-Ni-Fe composites through similar bend bar tests and analyses.

**References**


8.5 MODELING THE EFFECTS OF HELIUM BUBBLES ON THE STRESS-STRAIN BEHAVIOR OF IRON GRAIN BOUNDARIES BY A MECHANISTIC FINITE ELEMENT APPROACH USING MOLECULAR DYNAMICS DATA—B.N. Nguyen, R.J. Kurtz (Pacific Northwest National Laboratory), and F. Gao (University of Michigan)

OBJECTIVE

The objective of this study is to investigate the effects of helium (He) bubbles on the stress-strain behavior of iron (α-Fe) grain boundaries (GB) by a mechanistic finite element (FE) approach using a continuum damage mechanics (CDM) description of the material behavior informed by molecular dynamics (MD) data. The approach developed finely discretizes an α-Fe bicrystal system in which the elastic-plastic crystals are connected one to another by cohesive elements. Helium bubbles accumulated at the GB are explicitly modeled through an equivalent hollow sphere under internal pressure and located in the middle of the modeling domain. Finite element analyses of this bicrystal system subjected to tensile loading, periodic boundary conditions and internal He pressure were performed using the ABAQUS FE package. The modeling results reveal a very significant effect of vacancy and high-pressure He bubble on the stress-strain response of the bicrystal system.

SUMMARY

The same bicrystal configuration given in [1] was finely discretized in 2-D plane-strain finite elements. The GB between the two α-Fe crystals was described by cohesive elements. This bicrystal system also includes an equivalent hollow sphere under internal pressure in the middle of the GB to model the effects of pressurized He bubbles on stress, strain and damage distributions. The radius of the equivalent sphere was determined assuming the presence of two or four vacancies in the system. The constitutive behavior of the crystals obeys a CDM elastic-plastic model with isotropic hardening while the cohesive elements follow a traction-separation law. Stress/strain data from an MD analysis of the same bicrystal system [1-2] without He bubbles were used to identify material parameters for the continuum constitutive models. This modeling approach appears to be a very efficient method to quantify the effects He bubbles on the stress-strain behavior and strength of an α-Fe GB.

PROGRESS AND STATUS

Background

Ferritic/martensitic steels are considered to be prime candidate materials for structural applications in future fusion reactors [3]. In such applications, these materials are exposed to high energy neutrons leading to He formation due to transmutation reactions. Formation of He is of particular concern because it can cause hardening and increases in the ductile-to-brittle transition temperature (DBTT) [4-5] and swelling as a result of nucleation and growth of He bubbles [6]. Helium also weakens GBs by lowering GB cohesive stress or promoting GB nucleation, growth and coalescence of GB cavities, which can lead to intergranular fracture at high temperature [7]. As it is very difficult to experimentally quantify the effects of nano-scale He bubbles on the material integrity, computational methods such MD simulations have been very helpful to elucidate the degradation mechanisms associated with He bubble formation. Although there are a significant number of atomistic studies of He in bulk α-Fe e.g., [8-29], work on He at α-Fe GBs is less extensive [1,30-40]. A promising and efficient approach to model the effects of He on the material integrity is by FE modeling of the bicrystal system in which CDM is used to describe the constitutive behavior of α-Fe and cohesive elements are used to model the GB behavior. The MD data of the homologue model are explored to identify the material parameters for the continuum constitutive models. Such an approach is termed mechanistic as it uses a CDM description informed by MD analysis results.
Model Development

The FE models to study the effects of He bubbles were developed based on the bicrystal system configuration for MD analysis given in [1]. Shi et al. [1] performed MD simulations of bicrystal α-Fe systems containing symmetric tilt boundaries with <110> and <100> tilt axes to investigate the effects of He vacancy (He-V) cluster size and He density on bicrystal tensile deformation behavior. Figures 1a and 1b show the FE models developed for plane-strain analyses of the α-Fe bicrystal systems containing the clean GB (without He bubbles) and the GB involving two vacancies depicted by an equivalent hollow sphere occupied by He at a given pressure. In these models the two crystals were connected one to another by cohesive elements. The dimensions of the modeling domains are 8 nm x 25 nm. In order to use the MD data given in [1-2], periodic boundary conditions were prescribed on the vertical boundaries of the modeling domains shown in Figures 1a and 1b, and in addition, the vertical displacements of the bottom boundaries were fixed while uniform vertical displacement loadings were incrementally applied on the top surfaces. The loading for the model with He bubbles (Figure 1b) also involved the prescribed internal pressure ramping up to a maximum value at the first loading step before application of the vertical displacement at the next loading step. The model with a clean GB (Figure 1a) was used to identify the material parameters for the constitutive laws used in the analyses. Subsequently, the same set of model parameters was used in all the analyses to determine the effect of the He bubble on the stress-strain response of the as-formed bicrystal system.

Figure 1. FE models for the α-Fe bicrystal system subjected to periodic boundary conditions along the vertical boundaries and tensile loading in the vertical direction (y-direction) – (a) model with clean GB, and (b) model with two vacancies depicted by an equivalent hollow sphere occupied by He.
Results

A series of ABAQUS analyses was first conducted for the model with clean GB based on the crystal lattice configuration specified in [1-2] (i.e., $\Sigma_{11}\{332\}$) to identify the material parameters for the constitutive laws used for the bicrystal system. In this work, the elastic-plastic model with isotropic hardening and isotropic damage available in the ABAQUS material model options was used for the crystals while cohesive elements were used to describe the behavior of the GB. Figures 2a and 2b respectively illustrate the plots of the equivalent Von Mises stress and stress $S_{yy}$ versus the applied strain $e_{yy}$ (labelled as CDM) compared to the corresponding MD data from [1-2]. Good correlations between CDM and MD results allowed identification of the material parameters for use in subsequent analyses of the model with He bubbles.

Next, we conducted ABAQUS analyses of the model presented in Figure 1b to study the effects of He bubbles on the stress-strain response of the bicrystal system. The FE mesh shown in Figure 1b was carefully designed to capture damage and fracture initiated and propagated from the pressurized sphere as expected due to stress concentrations in this area. As mentioned earlier, the He pressure was applied inside the hollow sphere incrementally to a prescribed level during the first loading step. At the next loading step while maintaining the He pressure at the maximum prescribed level, uniform vertical displacements were applied on the top model boundary incrementally until the system completely failed. Figure 3 illustrates the contour of damage and fracture in the bicrystal system at the onset of total failure for different prescribed levels of He pressure. Damage is described by a failure indicator (damage variable) of the CDM model. A FE fails if the failure indicator is equal to 1. Figure 3 shows an important effect of He pressure on the damage and fracture pattern in the system. At high He pressure, damage and fracture are more localized in the central region while at lower He pressure damage and fracture tend to propagate along $\pm 45^\circ$ directions and also toward remote areas from the open sphere.

The most important results from these FE analyses using CDM are the determination of the effects of He bubbles on the stress-strain response of the bicrystal system as shown in Figures 4a and 4b. Figure 4a shows the predicted equivalent Von Mises stress versus applied strain for increasing levels of He pressure. First, even without He, the presence of vacancies at the GB reduces its strength and ductility significantly. With increasing He pressure there is a gradual reduction of both failure strain and strength. In Figure 4a, at 26 GPa He pressure, the stress-strain response exhibits limited ductility. To illustrate the strength reduction due to increasing He bubble pressure, Figure 4b provides the equivalent Von Mises fracture stress (the peaks of the curves in Figure 4a) as a function of He bubble pressure. As mentioned earlier, the strength of the system with a clean GB is significantly higher than a system with vacancies. However, Figure 4b indicates that for small to moderate He pressures ($< 12$ GPa), the effects of He bubbles on the material strength is rather small, but this effect becomes more and more pronounced at higher He pressures. We also conducted similar analyses for a bicrystal system with four vacancies and the results for the equivalent Von Mises stress at fracture are given in Figure 4. As expected, increasing the number of vacancies further reduces the strength of the system. However, it is necessary to use a model with larger dimensions to investigate bubbles with larger number of vacancies.
Figure 2. (a) Von Mises stress vs. applied strain $e_{yy}$, and (b) Stress $S_{yy}$ vs. applied strain $e_{yy}$ predicted by FE analysis using CDM compared to the corresponding MD data [1-2].

Conclusions

During this report period, important progress has been made to develop a mechanistic FE approach informed by MD data to investigate the effects of He bubbles on the stress-strain behavior of an $\alpha$-Fe bicrystal system. The analysis results using this approach show an important effect of vacancies and He pressure at high levels that reduce material ductility and strength substantially. Current model predictions show good agreement with MD results for the analogue system reported in [1]. The developed approach appears to be very efficient in terms of computation time compared to MD simulations. Thus, it can serve as a very good complimentary approach to MD simulations to study He bubbles or other radiation effects on the material integrity.

Future Work

There is a need to further assess the material stress-strain response through truly uniaxial simulations. To this end we will perform similar MD analyses of larger bicrystal systems subjected to purely uniaxial loading.
Figure 3. Damage distributions depicted by the failure indicator (1: failed, 0: undamaged) for different levels of He pressure in the bicrystal system with 2 vacancies.

Figure 4. (a) Equivalent Von Mises stress vs. applied strain, and (b) Equivalent Von Mises stress at fracture as a function of the He bubble pressure predicted by the FE analysis using CDM.
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8.6 MECHANICAL PROPERTIES AND RADIATION EFFECTS IN FUSION MATERIALS—Yury Osetskiy (Oak Ridge National Laboratory)

Extended abstract of research in progress.

The purpose of this research is understanding low-level mechanisms of radiation damage and mechanical properties degradation of fusion materials under fusion irradiation conditions. We use molecular dynamics (MD) to study interactions between moving dislocations and important for fusion materials obstacles that are oxide particles, secondary phase precipitates, voids and He-filled bubbles. A large database of MD results is accumulated and is under treatment now using theoretical models for materials plasticity. We are investigating a number of effects that include such effects as applied strain rate, ambient temperature and dislocation-obstacle interaction geometry. At this stage, we have investigated effects of He pressure inside bubbles to microstructure evolution and mechanical properties.

The He bubbles equilibrium was studied earlier in [1] and we have noticed that He filled bubbles always has a positive binding with He atoms. Even highly over-pressurized He-vacancy clusters prefer to attract He atoms and emit interstitial atom as was observed in ab initio modeling [2]. At this stage of our research we have investigated larger scale effects related to over-pressurized state of He filled bubbles in Fe.

Several effects were observed and studied using large scale MD modeling together with Oak Ridge National Laboratory (ORNL)-derived potential for Fe-He interactions [1]. The most significant to the microstructure evolution is a spontaneous formation of dislocation network near the over-pressurized bubbles. The effect depends on the bubble size and He/VAC ratio. Examples are presented in Figure 1. This effect predicts that under the conditions of continuous irradiation and fast He production He filled bubbles will not only grow (due to vacancy supersaturation) but may also create a new dislocation network. The probability to emit dislocations at the same level of He/VAC ratio increases for large bubbles as demonstrated in Figure 1. Small bubbles, 2-4nm, emit dislocation when the flow of He atoms significantly exceeds that of vacancies. Large bubbles, ≥6nm, can emit dislocations even when the flow of He atoms is weaker than that of vacancies, i.e. at He/VAC<1. The expected effect is a formation of a new network with mainly edge-type dislocations that should contribute into the whole process of microstructure evolution. For example, existence of edge dislocation network near bubbles decreases a flow of point defects to bubble and therefore increasing their effective He/VAC ratio. The general effect is an enhancement of defect recombination through increasing of the total dislocation network length.
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Figure 1. Equilibrium configuration of 4 and 6 nm bubbles with different He/VAC ratio modelled at 300K. Red circles are He atoms, blue and yellow are atoms (with different than perfect bcc lattice coordination numbers) belonging to the bubble surface or/and the edge dislocation core formed around the bubble during equilibration.
9. FUSION SYSTEM DESIGN

No contributions this reporting period.
10. IRRADIATION METHODS, EXPERIMENTS AND SCHEDULES

OBJECTIVE

It is important to obtain more accurate strain data in post irradiation tensile testing for the current design activity of fusion blankets using reduced activation ferritic/martensitic steels as their structural material. This is because they show significant irradiation embrittlement accompanying irradiation hardening within a few dpa at low temperatures. In this work, we developed a non-contact deformation measurement system to evaluate the irradiation effect on material ductility. This work is part of the United States Department of Energy (US DOE) – National Institutes for Quantum and Radiological Science and Technology fusion materials collaboration.

SUMMARY

In our developed non-contact deformation measurement system, the distance between painted marks within the specimen gauge section was measured using a high resolution video camera to evaluate the specimen deformation during room temperature tensile testing. The test materials were F82H and 9Cr oxide dispersion strengthened (ODS) steels irradiated in High Flux Isotope Reactor (HFIR) up to ≈ 71 dpa at about 573 K. The system yielded accurate stress strain curves without deformations other than the specimen gage section, and the elongation was less than that calculated from cross-head displacement. This system can contribute to expanding the technically reliable database for the design activity of fusion reactor blanket, including the effects of irradiation on tensile properties.

PROGRESS AND STATUS

Introduction

Post irradiation tensile testing is the most fundamental method to evaluate mechanical properties after irradiation. In the past, changes in material strengths such as yield and ultimate tensile strength after irradiation have been measured without major issues, but it has been hard to obtain accurate strain measurements from small size specimens. This is because the specimen size is often too small to utilize the conventional strain gages used for full size specimens. Instead, cross-head displacement has alternatively been used to measure strain. However, the strain calculated from cross-head displacement generally includes deformation from specimen shoulders, fixtures, and the test frame in addition to the deformation from the specimen gage section. In the current design activity for fusion blankets using reduced activation ferritic/martensitic steel as their structural material, it is desired to obtain more accurate strain data. This is because significant irradiation embrittlement accompanying irradiation hardening has been observed within a few dpa at temperatures less than about 573 K, which is near the lower operation temperature of the Japanese water cooled blanket design [1]. In particular, the uniform elongation (UE) of F82H was almost zero after irradiation [2]. It is indispensable to accurately evaluate the irradiation effect on material ductility. In this work, we developed a non-contact deformation measurement system to meet this need.

Experimental Procedure

Figures 1 (a) and (b) show the non-contact deformation measurement system (NCDMS) before and after installation into the hot cell 2 at Building 3025E. Its specifications are listed in Table 1. The video camera is a 2,100 million-pixels monochrome camera and has resolution high enough to properly observe the entire gauge section of SS-J3 type tensile specimens. The camera frame rate is two frames per second. The lens is telecentric with the chief ray parallel to its optical axis. The telecentric lens is preferable for dimension measurement, since this gives high measurement accuracy in depth of field and there are no changes in the observed image between central and peripheral portions. The light for the camera is co-axial light-emitting diode (LED) and can be easily attached to the side port of telecentric lens. The video camera and lens with LED light were attached to the camera mount made for the tensile test frame inside hot cell. The position of video camera can be adjusted in three dimensions, horizontal, vertical and front-back positions using positioning screws which can be
adjusted with manipulators. This allows analyzable images of specimen to be taken during tensile testing. When the video camera is not in use, the mount arm rotates and the video camera is kept away from the irradiated specimen to prevent it from receiving undesired radiation damage.

Figure 2 shows the analysis procedure applied in this work. Two visible marks were painted on the specimen gauge using a permanent paint marker pen. The distance between the two paint marks was measured to calculate strain, as shown in Figure 2 (a). Figure 2 (b) shows an example of data recorded. The measured pixel distance and the calculated strain are shown on the left and right vertical axes, respectively. It should be noted that two regions, one for lower strain rate and the other for faster strain rate, were found during tensile testing, though the cross-head speed was set at a constant speed of 0.508 mm/min. The former and latter regions correspond to elastic and plastic regions, respectively. The lower strain rate in the elastic region obviously indicates that the cross-head displacement includes deformations from specimen shoulders, fixtures, and the test frame in addition to the deformation from the specimen gauge section. This explains why the stress-strain slope based on the strain calculated from cross-head displacement has been much lower than the expected value of Young's modulus value.

The materials tested were F82H IEA, mod 3, 1.4% Ni58, 1.4% Ni60 heats, and JNC 9Cr ODS steel developed at Japan Atomic Energy Agency (formerly Japan Nuclear Cycle Development Institute, JNC). The chemical composition and heat treatment conditions are given in Table 2. F82H mod 3 heat contains higher tantalum than IEA to obtain better irradiation resistances and high temperature mechanical properties. The F82H 1.4% Ni58 heat was prepared to study transmutation helium and the heat with Ni60 is used to study the alloying effect of Ni in F82H. Their tensile specimens of SS-J3 type were irradiated in HFIR JP29 capsule from January 2005 to July 2013. F82H IEA and 1.4% Ni58 heats were irradiated up to 70 dpa and mod 3 and 1.4% Ni60 heats were irradiated up to 71 dpa, with damage levels calculated from the dosimetry analysis [3]. The irradiation temperature was 574 K on average, based on the thermometry analysis and to the same as the planned irradiation temperature of 573K [4]. The JNC 9Cr ODS was irradiated up to 48 dpa at 606 K, though its planned irradiation temperature was 773 K [3, 5]. The reason why the analyzed irradiation temperature was different from the planned one is still being investigated, focusing on the capsule design and the possible deformation under irradiation during the long irradiation period of eight years. It is worth evaluating the tensile property of JNC 9Cr ODS steel applying the NCDMS for obtaining a fundamental understanding of the irradiation behavior of 9Cr ODS steel. Room temperature tensile test was performed with shoulder loading at a constant cross-head displacement speed of 0.508 mm/min, as mentioned above.

Results

Figure 3 shows the result of room temperature tensile tests of (a) F82H IEA, (b) F82H mod 3, (c) F82H 1.4% Ni58, (d) F82H 1.4% Ni60, and (e) 9Cr ODS steels using NCDMS. In the figure, stress-strain curves calculated from cross-head displacement were also shown. The application of NCDMS obviously yielded more accurate stress-strain curves. Total elongation (TE) was less than that calculated from cross-head displacement, which indicates that the deformations other than the specimen gauge section were successfully excluded. Four F82H heats except for 9Cr ODS showed a typical stress strain curve after irradiation with comparable yield stress (YS) and ultimate tensile stress (UTS) values, and much shortened UE [2, 6]. In Figure 3 (a) of F82H IEA heat, the modulus of 217 GPa for unirradiated F82H can fit data points in the elastic region [7], though some scatter is seen in the points. In Figure 3 (b) of F82H mod 3 heat, the same modulus can also fit data points in the elastic region with less scattered points compared to F82H IEA heat. In the case of F82H mod 3 heat, the paint marks on the specimen gauge section gave the better contrast easily detectable by NCDMS, as shown in Figure 2 (a). The more ideal the marks are painted on the specimen gauge, the more accurately the analysis can be performed with less scatter. However, irradiated specimens were often partly or entirely oxidized and had darkened surfaces, which makes it difficult to paint ideal marks using hot cell manipulators. It is an important issue which needs further developments to clearly paint marks on the surface of irradiated specimen in future work. In Figure 3 (c) of F82H 1.4% Ni58 heat, an unexpected stress-strain curve was obtained with lower tensile strength and lower elongation [2, 5, 6] and the measured Young’s modulus was 107 GPa. This is discussed below. In Figure 3 (d) of F82H 1.4% Ni60 heat, though some plots deviate from the modulus line, the Young’s modulus of F82H can also fit data plots.
In Figure 3 (e) of 9Cr ODS steel, the reported modulus of 209 GPa for unirradiated 9Cr-ODS steel can fit the data points of the irradiated sample in the elastic region [8]. Compared to the four F82H heats, it shows a greater UE and there is no sharp drop in stress after reaching UTS, which are favorable tensile properties as a structural material. However, the TE is lower than the other steels.

Table 3 summarizes the tensile properties of YS, UTS, UE, and TE. In this work, TE values have uncertainty of a few percent in absolute value due to measurement uncertainty in the distance between painted marks. It is important to develop a mark painting method that can be used with manipulators inside the hot cell to obtaining more accurate results in future work. Clearly detectable contrast of the reference marks can reduce such errors. F82H IEA heat shows more irradiation hardening than F82H mod 3 heat, but their elongations are comparable. The result for F82H 1.4% Ni58 needs attention before comparing the results of Ni58 and Ni60 doped F82H heats to establish transmuted helium effects, since its stress strain curve was unexpected.

Figure 4 shows detailed information about the fracture behavior of F82H 1.4% 58Ni. Necking was observed at the portion near the upper fixture edge, as shown in Figure 4 (a), and the specimen ruptured there with less reduction of area, as shown in Figure 4 (b). Figure 4 (c) shows the distance between the upper and lower fixtures (1) and gauge deformation without the necking portion (2). During tensile testing of the particular specimen of F82H 1.4% Ni58, the fixtures did not move steadily and some fluctuations were observed in the movement. Due to the unstable movement of fixtures, compression deformation was observed for the specimen gauge section. This means that appropriate tensile deformation was not applied due to some misalignments of fixtures and the specimen, which directly ruined the Young’s modulus and may invalidate the strength and elongations listed in Table 3 for F82H 1.4% Ni58. Although, it was not possible to study transmuted helium effects in the comparison of Ni58 and Ni60 doped F82H heats in this work, but NCDMS gave the dynamic information of tensile testing and materials fracture behaviors which is helpful for verifying tensile test results.

In future work, the irradiation database of F82H will be expanded by using NCDMS in room temperature tensile tests of other unirradiated and irradiated specimens as well as elevated temperature tensile tests with result from further developments.
Figure 1. Non-contact deformation measurement system.
(a) Painted marks on specimen gauge

(b) Measured deformation

**Figure 2.** Analysis procedure for determining tensile strain.
Figure 3. Room temperature tensile test result for five alloy variants irradiated in HFIR experiment capsule JP29.
Figure 4. Room temperature fracture behavior of irradiated F82H 1.4% Ni58.
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10.2 HFIR IRRADIATION EXPERIMENTS—J.P. Robertson, Y. Katoh, J.L. McDuffee, C. Bryan (Oak Ridge National Laboratory)

SUMMARY

Neutron irradiation experiments were performed in support of the research and development of fusion reactor materials using various materials irradiation facilities in the High Flux Isotope Reactor (HFIR).

The HFIR operated for three complete cycles between July 1 and December 31, 2017. It completed Cycle 473 on July 8 (2149.23 MWD), Cycle 474 on August 19 (2112.43 MWD), Cycle 475 on September 29 (2070.56 MWD), and Cycle 476 on December 8, 2017 (2051.05 MWD).

During this time frame, 11 target zone rabbit capsules underwent HFIR irradiation. These capsules are listed in Table 1 along with condensed information on material, specimen type, temperature, fluence, and period of irradiation.

The full length capsule RB-19J contained tungsten and F82H alloys in various specimen configurations, operating at 250/300, 500, 800, or 1200°C. The experiment used a Gd thermal neutron shield. It ran for four cycles, completing irradiation at the end of Cycle 469. It was transported to the Building 3525 hot cells and disassembled into its component specimen holders in December 2017.

<table>
<thead>
<tr>
<th>Experiment Designation</th>
<th>Primary Materials</th>
<th>Specimen Types</th>
<th>Irradiation Temperature (°C)</th>
<th>Max Exposure (dpa)</th>
<th>Number of Reactor Cycles</th>
<th>HFIR Cycles Start – End</th>
</tr>
</thead>
<tbody>
<tr>
<td>F13A6</td>
<td>FeCrAlY Steel</td>
<td>Bend bar</td>
<td>300</td>
<td>50</td>
<td>29</td>
<td>451 - 505</td>
</tr>
<tr>
<td>JCR11-05</td>
<td>SiC/SiC</td>
<td>Bend bars</td>
<td>950</td>
<td>200</td>
<td>115</td>
<td>444 - 590</td>
</tr>
<tr>
<td>JCR11-07</td>
<td>SiC/SiC</td>
<td>Mini bend bars</td>
<td>950</td>
<td>100</td>
<td>47</td>
<td>444 - 523</td>
</tr>
<tr>
<td>JCR11-08</td>
<td>SiC/SiC</td>
<td>Mini bend bars</td>
<td>950</td>
<td>200</td>
<td>85</td>
<td>444 - 561</td>
</tr>
<tr>
<td>SCF8</td>
<td>SiC/SiC</td>
<td>Bend bars</td>
<td>600</td>
<td>100</td>
<td>45</td>
<td>457 - 521</td>
</tr>
<tr>
<td>SCF9</td>
<td>SiC/SiC</td>
<td>Bend bars</td>
<td>600</td>
<td>200</td>
<td>90</td>
<td>457 - 566</td>
</tr>
<tr>
<td>SCF11</td>
<td>SiC/SiC</td>
<td>Bend bars</td>
<td>950</td>
<td>100</td>
<td>57</td>
<td>458 - 533</td>
</tr>
<tr>
<td>FHC01</td>
<td>F82H</td>
<td>Creep tube</td>
<td>300</td>
<td>3.7</td>
<td>2</td>
<td>475 - 476</td>
</tr>
<tr>
<td>FHC02</td>
<td>F82H</td>
<td>Creep tube</td>
<td>300</td>
<td>3.7</td>
<td>2</td>
<td>475 - 476</td>
</tr>
<tr>
<td>FHC03</td>
<td>F82H</td>
<td>Creep tube</td>
<td>300</td>
<td>3.7</td>
<td>2</td>
<td>475 - 476</td>
</tr>
<tr>
<td>FHC04</td>
<td>F82H</td>
<td>Creep tube</td>
<td>300</td>
<td>3.7</td>
<td>2</td>
<td>475 - 476</td>
</tr>
</tbody>
</table>