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FOREWORD

This is the eighth in a series of semiannual technical progress reports on fusion reactor materials. This report combines research and development activities which were previously reported separately in the following technical progress reports:

- Alloy Development for Irradiation Performance
- Damage Analysis and Fundamental Studies
- Special Purpose Materials

These activities are concerned principally with the effects of the neutronic and chemical environment on the properties and performance of reactor materials; together they form one element of the overall materials program being conducted in support of the Magnetic Fusion Energy Program of the U.S. Department of Energy. The other major element of the program is concerned with the interactions between reactor materials and the plasma and is reported separately.

The Fusion Reactor Materials Program is a national effort involving several national laboratories, universities, and industries. The purpose of this series of reports is to provide a working technical record for the use of the program participants, and to provide a means of communicating the efforts of materials scientists to the rest of the fusion community, both nationally and worldwide.

This report has been compiled and edited under the guidance of A. F. Rowcliffe and Frances Scarboro, Oak Ridge National Laboratory. Their efforts, and the efforts of the many persons who made technical contributions, are gratefully acknowledged. F. W. Wiffen, Reactor Technologies Branch, has responsibility within DOE for the programs reported on in this document.

R. Price, Chief
Reactor Technologies Branch
Office of Fusion Energy
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The mass transfer of type 316 stainless steel in Pb-17 at. % Li was studied using a thermal convection loop operating at a maximum temperature of 500°C to generate mass change and surface composition data as a function of time and loop position. Data analysis indicated that particles suspended in the flowing liquid metal (particularly those containing nickel) probably played a significant role in overall transport and deposition. There was also some evidence of physical detachment of deposits. The deposition of chromium (but not nickel) correlated with the temperature dependence of solubility, as did previous weight change results from a study of ferritic (Fe-Cr) steels in nonisothermal Pb-17 at. % Li. Due to the influence of particulate matter in the liquid metal and deposit detachment, mass transfer prediction for austenitic (Fe-Cr-Ni) steels in Pb-17 at. % Li should be more complicated than that for Fe-Cr steels.
6.5.3 RADIATION-INDUCED SENSITIZATION OF PCA UNDER SPECTRALLY TAILORED IRRADIATION CONDITIONS — (Japan Atomic Energy Research Institute and Oak Ridge National Laboratory)

The degree of sensitization of 25% cold-worked PCA irradiated at 60, 200, 330, and 400°C up to 7 dpa under spectrally tailored conditions in the ORR-APE-67/71 experiments was evaluated by the electrochemical potentiokinetic reactivation (EPR) test technique on miniaturized TEM disk-type specimens. Irradiation at 60°C to 7 dpa did not affect the reactivation behavior of PCA. The reactivation charge of PCA was increased by the Irradiation at 200, 330, and 400°C, as compared with unirradiated Control specimens, and increased with increasing irradiation temperature. Post-EPR examination of the specimen surfaces showed grain boundary etching for the specimen irradiated at 400°C, but not for the specimens irradiated at 330°C and below. This indicates that the intergranular stress corrosion cracking (IGSCC) susceptibility associated with chromium depletion along grain boundaries was not increased by the irradiation at temperatures below 330°C to this damage level. Localized attack across the grain faces was observed for all the specimens irradiated at 200, 330, and 400°C, which suggests the Occurrence of localized sensitization in the grain interior. The investigation of the possibility of the localized sensitization in grain interiors and its effects on the corrosion behavior is in progress.

7. SOLID BREEDING MATERIALS .................................................. 279

7.1 THE FUBR-1B IRRADIATION EXPERIMENT — TRITIUM RELEASE AND PHYSICAL STABILITY OF SOLID BREEDER MATERIALS — (Pacific Northwest Laboratory)

The FUBR-1B irradiation experiment in EBR-II has provided important information on the irradiation behavior of candidate lithium solid breeder materials in a high energy neutron spectrum. The solid breeder materials include Li$_2$O, LiAlO$_2$, Li$_3$ZrO$_4$, and Li$_3$SiO$_4$. The irradiation behavior of the materials was characterized for the temperature range from 400 to 900°C. The amount of tritium retained by the solid breeder materials, as well as swelling and physical stability, was determined for specimens removed after the first period of irradiation.

LiAlO$_2$, Li$_3$ZrO$_4$, and Li$_3$SiO$_4$ exhibited excellent dimensional stability during irradiation while the dimensional stability of Li$_2$O was found to be dependent on the microstructure. The amount of retained tritium is compared to similar closed capsule experiments and extends the data to burnups as high as 1.6 x 10$^{21}$ at/cc.

7.2 DESORPTION CHARACTERISTICS OF THE LiAl$_3$H$_2$H$_2$O (g) SYSTEM — (Argonne National Laboratory)

Temperature programmed desorption (TPD) measurements have started on the LiAl$_3$H$_2$H$_2$O system. The sensitivity of the mass spectrometer that will detect the peaks was shown to be adequate for the measurements. Blank experiments to characterize the behavior of the stainless steel sample tube in the measurements have revealed the evolution of N from the steel, a process facilitated by H$_2$. It is necessary to stabilize the sample tube so that it does not augment or distort the TPD peaks. The behavior of an unstabilized tube was demonstrated by means of a simulated TPD run. Stabilization consists of treating the tube with 999 ppm H$_2$ in helium at high temperature until undistorted simulated TPD runs are obtained. A LiAl$_3$H$_2$O sample was loaded into the apparatus: it came from the same batch of material that was used in an EXOTIC test. Prolonged drying of the sample in a He-H$_2$ stream is necessary, a finding that has important implications for many earlier reports on measurements of tritium release from irradiated samples where it was not demonstrated that the sample was adequately dry or that the apparatus did not affect the data.
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8.1 HELIUM-ASSISTED CAVITY FORMATION IN ION-IRRADIATED CERAMICS — (Oak Ridge National Laboratory and Nagoya University, Nagoya, Japan)

Polycrystalline specimens of spinel (MgAl$_2$O$_4$) and alumina (Al$_2$O$_3$) were irradiated at room temperature and 650°C with either dual- or triple-ion beams in order to investigate the effects of simultaneous displacement damage and helium implantation on cavity formation. The cavities in alumina were aligned along the direction of the c-axis, with diameters ranging from 2 to 10 nm. The cavities in spinel were preferentially associated with dislocation loops and were of similar size as the cavities in alumina. Catastrophic amounts of cavitation were observed at the grain boundaries in spinel when the displacement damage level exceeded a critical value (~2 x 10$^4$ dpa) in the presence of a fusion-relevant (~60 ppm dpa) helium environment.

8.2 IN SITU MEASUREMENTS OF DIELECTRIC PROPERTIES IN ALUMINA — (Oak Ridge National Laboratory)

A series of experiments have been planned to measure the dielectric properties of alumina in the presence of ionizing and displacive irradiation.

8.3 CERAMICS FOR FUSION PROGRAM RESEARCH MATERIALS INVENTORY — (Oak Ridge National Laboratory)

A stock of commercial, polycrystalline alumina with four different levels of purity (0.94, 0.976, 0.995, and 0.998) has been added to the Fusion Reactor Materials inventory. The material is in the form of 3/4 in. (0.968) and 1 in. (0.94) diameter rods and 2 in. by 2 in. bars (0.976 and 0.995).
1. IRRADIATION FACILITIES, TEST MATRICES, AND EXPERIMENTAL METHODS
OBJECTIVE

The purpose of this effort is to document the loading of the Fusion Materials Open Test Assembly (MOTA 2A) into the Fast Flux Test Facility (FFTF) for irradiation in cycle 11.

SUMMARY

MOTA 2A was developed on the basis of prior breeder program MOTAs to support the research and development efforts of three fusion materials programs: the U.S. DOE Neutron Interactive Materials (NIMs) program, the Japanese university fusion materials program, and the IEA-sponsored BEATRIX-II experiment. The MOTA was designed and fabricated to support the specimen loading desired by each of the three partners and was inserted into the FFTF for irradiation beginning in cycle 11. Cycle 118.1 has been completed successfully. Both the specimen loading and the history of cycle 116.1 are documented here.

PROGRESS AND STATUS

Introduction

The MOTA type of irradiation vehicle provides the U.S. and international materials community with the unique capability of performing instrumented, temperature controlled, fast neutron irradiation experiments in the FFTF. The first such vehicle devoted exclusively to the needs of the fusion materials community is referred to as MOTA 2A. Three partners are participating in the irradiation of MOTA 2A: the U.S. NIMs program, the Japanese university fusion materials community, and the IEA-sponsored BEATRIX-II experiment. The loading of the Fusion MOTA was tailored to meet the needs of each partner. The goal of the NIMs and Japanese programs is to develop improved materials for use in many different components of proposed fusion devices and to facilitate the prediction of their performance limits in a fusion environment. These programs focus on metallic or ceramic specimens for post-irradiation determination of swelling, mechanical properties and microstructure. The goal of BEATRIX-II is to characterize the tritium release behavior of fusion-relevant solid breeder materials during fast neutron irradiation. It is primarily an in-situ tritium recovery experiment which focuses on the irradiation behavior of Li2O under a variety of temperature and purge gas conditions.

MOTA Loading

Canister Allocation. The U.S. NIMs program required that a number of specimens be reconstituted from the previous irradiation cycle after having been irradiated in the breeder MOTA (1F). These specimens had been reconstituted into the Fusion MOTA (2A), comprised largely of new specimens, then hot cell reconstitution would have been required for both the new Fusion MOTA (2A) and the continuing breeder MOTA (1G). As a cost saving measure, the NIMs program exchanged space with the breeder program such that all radioactive specimens would continue irradiation in the breeder MOTA (1G). Thus the breeder program inserted new, unirradiated specimens in the Fusion MOTA (2A) in exchange for insertion of radioactive NIMs specimens in the continuing breeder MOTA (16).

The canister matrix for both MOTAs is shown in Table 1. The numbers given vertically indicate the axial level of the canister (below core through row B), while the alphabetic designations refer to the radial position around the MOTA stalk (A through F). The box for each occupied canister indicates the irradiation temperature and the program using the canister. A "W" in the lower left corner of the box indicates that the canister is a weeper without temperature control; the absence of a "W" indicates that the canister is gas gapped to control temperature. Information relevant to the thermocouples, such as their absence or their offset location, is given in brackets.

Dosimetry Specimen Matrix. Up to three types of dosimetry were used: spectral sets, gradient sets, and U236 spectral sets (the latter in MOTA 1G only). One of the spectral sets contain helium accumulation fluence monitor (HAFM) sensors. The specific dosimetry loaded into MOTA 1G and MOTA 2A is given in Tables 2a and 2b. The relative physical location of the dosimetry in a given canister is indicated by the relative placement of the information in the box corresponding to the canister in these tables.

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RLO 1830.
**BEATRIX-I1 Specimen Matrix.** The specimen matrix for BEATRIX-I1 is summarized in Table 3. The majority of the canisters are weepers and are therefore located near the bottom of the core in order to minimize the irradiation temperatures. The experiment includes the irradiation of two in-situ tritium recovery capsules containing either a ring or a solid specimen of LiO. The ring specimen is located in a vented canister (1C) capable of incrementally imposing large temperature changes. It is vented to allow the recovery of tritium via a sweep gas flowing through the canister. This specimen will provide data on both thermal conductivity and the kinetics of tritium release through variations in temperature, burnup and sweep gas flow rate and composition. The solid pellet specimen is also located in a vented canister (1C), but the latter operates under a large temperature gradient to investigate the thermal stability of LiO, the major operating limitation on the potential use of LiO as a solid breeder. The solid pellet irradiation is more prototypic of the conditions expected in a fusion blanket, with an initial centerline temperature approaching 1000°C. The nonvented canisters (18, 19, 58 and 88) contain LiO and beryllium specimens for the evaluation of irradiation damage, thermal conductivity, tritium release kinetics, and beryllium compatibility.

**U.S. NIMs Specimen Matrix.** The objective of the U.S. NIMs program is to develop improved materials for use in fusion devices and predict their performance limits in a fusion environment. The long term effort focuses on providing an increased understanding of damage mechanisms through experiment, data analysis and modelling. A short term effort is focussed on meeting the near-term materials needs for the International Thermonuclear Experimental Reactor (ITER).

A summary of the U.S. specimen matrix is shown in Table 4. The geometries of the U.S. and Japanese specimens are listed in Table 5. The U.S. specimen matrix contains specimens from three national laboratories: Pacific Northwest Laboratory, Oak Ridge National Laboratory, and Argonne National Laboratory. In addition, there are specimens supplied by European and Japanese scientists engaged in collaborative research with U.S. staff. The emphasis is primarily on (but is not limited to) alloys for first wall/blanket applications. Major areas include 1) supplying high fluence, engineering data for current or potential fusion candidate heats of ferritic and austenitic steels, 2) exploring reduced activation alloys of several types, and 3) clarifying the role of helium. Smaller efforts are directed toward the development of copper alloys for high heat flux applications and beryllium for neutron multiplier or plasma interactive components.

**Monbusho Specimen Matrix.** The Japanese university program for the development of fusion reactor materials is using the FFTF/MOTA as part of a larger program to attain an understanding of the various radiation responses that control materials' behavior. Specifically, their program is designed 1) to establish correlations between high and low exposure irradiations in fission and fusion neutrons and 2) to determine the mechanisms governing microstructural and microchemical evolution and their relation to property changes in materials.

Six sub-groups have been designated responsible for such efforts for different classes of materials:

- a) Ferrous materials,
- b) Refractory metals and alloys, high heat flux materials,
- c) Pure metals and model alloys for fundamental studies,
- d) Isotopic tailoring experiments,
- e) Ceramics and composite materials, and
- f) Dosimetry.

A summary of the Japanese specimen matrix is given in Table 6. Their program areas are somewhat similar to those of the U.S. Major areas include the characterization of candidate austenitic and ferritic alloys, the development of low activation alloys of several types, and a consideration of high heat flux materials, as well as a significant fundamental effort to provide a mechanistic understanding of radiation damage in many materials.

**Cycle 118.1 Operation**

The gas gapped canisters in MOTA 2A and MOTA 1G were brought up to their design temperatures at slightly different times while difficulties associated with the vent lines of the two MOTAs were resolved. Figure 1 shows the reactor power history during cycle 118.1 in the form of a temperature history of the in-core coolant thermocouple C2 in MOTA 2A. Temperature histories for individual canisters mirror the reactor power history. The reactor was operated initially at 95% power because an experimental fuel assembly outlet temperature approached a technical specification limit. A power coefficient test was run early in the period at 95% power, entailing a brief drop to 85% power. Another similar test was run shortly after the ascent to 100% Dower. Two unanticipated shutdowns occurred during the cycle, the first due to an operator error during a monthly test and the second to repair a faulty battery cell in a required backup system. The FFTF accumulated 85.5 equivalent full power days during cycle 118.1.

Table 7 gives the time-averaged temperature data for MOTA 2A and the fusion canisters in MOTA 1G. Time-averaged temperatures were calculated using only temperatures greater than or equal to 20°C below the target
temperature. Since temperatures less than this usually indicated a reactor shutdown condition, the calculated values provide the average temperature at or near full power. Both the average temperature and the time at temperature are included for temperatures above \(T_{\text{target}} - 20^\circ\text{C}\) and below \(T_{\text{target}} - 20^\circ\text{C}\). The latter is included since significant times can be realized at lower temperatures during startups, etc. Note that these averages do not include temperatures less than 300°C since temperatures below this value indicate a very low power or reactor shutdown condition.

CONCLUSIONS

The first fusion MOTA (2A) was successfully prepared and inserted into the FFTF for operation during cycle 11.

FUTURE WORK

Planning will continue for both post-irradiation testing of MOTA 2A specimens and the specimen loading for MOTA 2B.
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Figure 1. Temperature Plot for Coolant Thermocouple c2 for Entire Cycle 11B

Table 1. Canister distribution in MOTA 2A and MOTA 1G.
Table 2a
Dosimetry Placement in MOTA 1G

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
</table>
| 8 |     |     |     |     |     | G M-78  
|   |     |     |     |     |     | SH X-37 |
| 7 |     |     |     |     |     |     |
| 6 |     |     |     |     |     | G M-79  
|   |     |     |     |     |     | S M-6    |
| 5 |     |     |     |     |     | S M-5    
|   |     |     |     |     |     | G M-80    |
| 4 | *   |     |     |     |     | G M-83    |
| 3 | *   | S M-4| SU M-10| S X-35|     | SH X-36   |
| 2 | *   |     |     |     |     | G M-7*    |
| 1 |     |     |     |     |     | G M-82 S M-3 |
| BC|     | *   |     |     |     | G M-81 S M-1 |

G = Gradient, S = Spectral, SH = Spectral + HAFM, SU = U²³⁶ Spectral, M-nn, X-nn = Dosimetry ID Code, 
* = U.S. NIMs program canister.
Table 2b
Dosimetry Placement in MOTA 2A

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td></td>
<td>SH</td>
<td>X-14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>X-34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>G</td>
<td>X-33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>G</td>
<td>X-32</td>
<td>S</td>
<td>X-13</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>G</td>
<td>X-30</td>
<td>G</td>
<td>X-31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x-12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X-11</td>
</tr>
<tr>
<td>4</td>
<td>S</td>
<td>X-10</td>
<td></td>
<td>G</td>
<td>X-28</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>G</td>
<td>X-25</td>
<td>SH</td>
<td>X-08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>X-26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>S</td>
<td>x-09</td>
<td>G</td>
<td>X-27</td>
</tr>
<tr>
<td>2</td>
<td>G</td>
<td>X-23</td>
<td>G</td>
<td>X-22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G</td>
<td>X-24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S</td>
<td>X-07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G</td>
<td>X-20</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>G</td>
<td>X-21</td>
<td>S</td>
<td>X-21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SH</td>
<td>X-05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>X-04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>S</td>
<td>x-06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>G</td>
<td>X-15</td>
<td>SH</td>
<td>X-01</td>
<td>G</td>
<td>X-17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>X-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>X-19</td>
<td>S</td>
<td>x-02</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X-18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Canister</th>
<th>Target Temperature (°C)</th>
<th>Vented</th>
<th>Material</th>
<th>Enrichment (%)</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1E</td>
<td>Variable (gas gapped)</td>
<td>yes</td>
<td>Li$_2$O ring</td>
<td>61</td>
<td>T release, thermal conductivity</td>
</tr>
<tr>
<td>1C</td>
<td>Gradient (weeper)</td>
<td>yes</td>
<td>Li$_2$O solid</td>
<td>61</td>
<td>T release, thermal stability</td>
</tr>
<tr>
<td>1B</td>
<td>390 (weeper)</td>
<td>no</td>
<td>Li$_2$O single crystal</td>
<td>0.07-61</td>
<td>Irradiation damage</td>
</tr>
<tr>
<td>10</td>
<td>390 (weeper)</td>
<td>no</td>
<td>Li$_2$O: 83.5-93.6% TD</td>
<td>61</td>
<td>Thermal conductivity</td>
</tr>
<tr>
<td>5B</td>
<td>425 (weeper)</td>
<td>no</td>
<td>Be disks alternating with disks of Li$_2$O, Li$_2$ZrO$_3$, Li$_2$SiO$_4$, and LiAlO$_2$</td>
<td>0.2-95</td>
<td>Compatibility of Li$_4$ ceramics and Be</td>
</tr>
<tr>
<td>8B</td>
<td>440 (weeper)</td>
<td>no</td>
<td>Be disks alternating with disks of Li$_2$O, Li$_2$ZrO$_3$, Li$_2$SiO$_4$, and LiAlO$_2$</td>
<td>0.2-95</td>
<td>Controls for compatibility study</td>
</tr>
</tbody>
</table>
### Table 4
Summary of NIMs Specimens in MOTA 2A and 1G by Laboratory(*)

<table>
<thead>
<tr>
<th>Type of Specimen</th>
<th>Alloy</th>
<th>T (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>365</td>
</tr>
<tr>
<td><strong>Tensile</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ferritics:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HT9 - High dose</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>- TMT variations</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9Cr1Mo - TMT</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>variations</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Fe-Cr binaries</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low activation ferritic:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>37xx series</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>VO2xxx series</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>GA#X series</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>F82H(b)</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Austenitic:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>316</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Low activation austenitic:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCMA-x</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Vanadium alloys</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fe-28Al-4Cr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPCA/JFMS (size effects)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isotopic tailoring**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Copper alloys</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P</td>
<td></td>
</tr>
<tr>
<td><strong>Charpy(d)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ferritics:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HT9 - High dose</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>- TMT variations</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>- Size effects</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>9Cr1Mo - High dose</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>- TMT variations</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2-1/4Cr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low activation ferritic:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>37xx series</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>VO2xxx series</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>GA#X series</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>F82H</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Vanadium alloys</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Compact Tension</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ferritic:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HT9 - High dose</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Low activation ferritic:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GA#X series</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>F82H</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Pressurized Tube</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ferritic:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HT9</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>9Cr1Mo</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Austenitic:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>316</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PCA</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 4 (contd)

<table>
<thead>
<tr>
<th>Type of Specimen</th>
<th>Alloy</th>
<th>T, °C</th>
<th>365</th>
<th>420</th>
<th>520</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isotopic tailoring(c)</td>
<td>P</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Copper alloys</td>
<td>P</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low activation austenitic:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCMA-x</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe-Cr-Mn</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low activation ferritic:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V022xxx series</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>GA#X series</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>FB2H</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Ferritic:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HT9(b)</td>
<td>P, O</td>
<td>P, O</td>
<td>P, O</td>
<td>P, O</td>
<td>P, O</td>
<td></td>
</tr>
<tr>
<td>9Cr1Mo(b)</td>
<td>P, O</td>
<td>P, O</td>
<td>P, O</td>
<td>P, O</td>
<td>P, O</td>
<td></td>
</tr>
<tr>
<td>ODS(b)</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Fe-Cr binaries</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Vanadium alloys</td>
<td>O</td>
<td>O, A</td>
<td>O</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miscellaneous:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compression</td>
<td>Beryllium</td>
<td></td>
<td>P</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density ring</td>
<td>316, PCA</td>
<td></td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>Punch</td>
<td>Low activation ferritic</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>OCT</td>
<td>HT9, 9Cr1Mo</td>
<td></td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Disc</td>
<td>Brazed or coated C, Cu or SS(e)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disc</td>
<td>Graphite or C/C composites(f)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) P: PNL; O: ORNL; A: ANL
(b) Also at 550, 670, 750°C in MOTA IG.
(c) Also at 465°C in MOTA IG.
(d) All specimens are 1/3 size except for those in size effects study, which includes 1/2 size specimens.
(e) High heat flux materials at weeper temperatures (425-440°C) in level 5 and above core.
(f) High heat flux materials.
<table>
<thead>
<tr>
<th>Specimen Type</th>
<th>Geometry</th>
<th>Nominal Mass</th>
<th>Dimensions (in.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.256 in. Swelling Tube</td>
<td>Open tube</td>
<td>0.90</td>
<td>0.256 dia. x 0.375 lg</td>
</tr>
<tr>
<td>0.180 in. Creep Tube</td>
<td>Pressurized tube</td>
<td>0.83</td>
<td>0.180 dia. x 0.88 lg</td>
</tr>
<tr>
<td>0.230 in. Creep Tube</td>
<td>Pressurized tube</td>
<td>2.05</td>
<td>0.230 dia. x 1.11 lg</td>
</tr>
<tr>
<td>SS-3 Tensile</td>
<td>Sheet</td>
<td>0.48</td>
<td>0.195 x 0.030 x 1.00</td>
</tr>
<tr>
<td>SS-3 Tensile Modified</td>
<td>Sheet</td>
<td>0.70</td>
<td>0.400 x 0.030 x 1.00</td>
</tr>
<tr>
<td>Miniature Tensile</td>
<td>Sheet</td>
<td>0.06</td>
<td>0.100 x 0.010 x 0.5</td>
</tr>
<tr>
<td>Japanese Tensile (S)</td>
<td>Sheet</td>
<td>0.098</td>
<td>0.157 x 0.010 x 0.630</td>
</tr>
<tr>
<td>Japanese Tensile (W)</td>
<td>Sheet</td>
<td>0.786</td>
<td>0.315 x 0.020 x 1.260</td>
</tr>
<tr>
<td>0.630 in. Compact Tension</td>
<td>Disc</td>
<td>3.50</td>
<td>0.630 dia. x 0.10 thk</td>
</tr>
<tr>
<td>ANL/PNL 1/3 Size Charpy</td>
<td>Block</td>
<td>2.10</td>
<td>0.131 x 0.121 x 0.930</td>
</tr>
<tr>
<td>ORNL 1/3 Size Charpy</td>
<td>Block</td>
<td>2.24</td>
<td>0.131 x 0.131 x 1.00</td>
</tr>
<tr>
<td>ORNL 1/2 Size Charpy</td>
<td>Block</td>
<td>5.06</td>
<td>0.197 x 0.197 x 1.00</td>
</tr>
<tr>
<td>Japanese 1.5 mm Charpy</td>
<td>Block</td>
<td>0.354</td>
<td>0.059 x 0.059 x 0.787</td>
</tr>
<tr>
<td>Japanese 1/3 Size Charpy</td>
<td>Block</td>
<td>1.97</td>
<td>0.130 x 0.130 x 0.906</td>
</tr>
<tr>
<td>Miniature CCT Fatigue</td>
<td>Sheet</td>
<td>1.56</td>
<td>0.5 x 1.0 x 0.024</td>
</tr>
<tr>
<td>TEM Disc</td>
<td>Disc</td>
<td>0.014</td>
<td>0.118 dia. x 0.01 thk</td>
</tr>
<tr>
<td>High Heat Flux</td>
<td>Disc</td>
<td>10.1</td>
<td>0.630 dia. x 0.25 thk</td>
</tr>
<tr>
<td>0.72 in. Packet (SS)</td>
<td>Capped weeper tube</td>
<td>1.09</td>
<td>0.144 dia. x 0.72 lg</td>
</tr>
<tr>
<td>0.08 in. Packet (SS)</td>
<td>Capped weeper tube</td>
<td>1.25</td>
<td>0.144 dia. x 0.88 lg</td>
</tr>
<tr>
<td>1.14 in. Packet (SS)</td>
<td>Capped weeper tube</td>
<td>1.12</td>
<td>0.144 dia. x 1.14 lg</td>
</tr>
<tr>
<td>1.14 in. Packet (SS)</td>
<td>Sealed tube</td>
<td>1.94</td>
<td>0.144 dia. x 1.14 lg</td>
</tr>
<tr>
<td>1.58 in. Packet (SS)</td>
<td>Capped weeper tube</td>
<td>2.59</td>
<td>0.144 dia. x 1.58 lg</td>
</tr>
<tr>
<td>Punch Packet (SS)</td>
<td>Capped weeper tube</td>
<td>5.00</td>
<td>0.500 dia. x 0.34 lg</td>
</tr>
<tr>
<td>1.75 in. Subcapsule (TZM)</td>
<td>Ll-filled tube</td>
<td>14.0</td>
<td>0.375 dia x 1.75 lg</td>
</tr>
<tr>
<td>2.05 in. Subcapsule (TZM)</td>
<td>Ll-filled tube</td>
<td>2.05</td>
<td>0.375 dia x 2.05 lg</td>
</tr>
<tr>
<td>2.25 in. Subcapsule (TZM)</td>
<td>Ll-filled tube</td>
<td>17.2</td>
<td>0.375 dia x 2.25 lg</td>
</tr>
<tr>
<td>0.71 in. Subcapsule (SS)</td>
<td>He-filled tube</td>
<td>3.6</td>
<td>0.370 dia x 0.70 lg</td>
</tr>
<tr>
<td>0.80 in. Subcapsule (SS)</td>
<td>He-filled tube</td>
<td>5.0</td>
<td>0.370 dia x 0.80 lg</td>
</tr>
<tr>
<td>1.5 in. Subcapsule (SS)</td>
<td>He-filled tube</td>
<td>6.2</td>
<td>0.370 dia x 1.5 lg</td>
</tr>
<tr>
<td>2.05 in. Subcapsule (SS)</td>
<td>He-filled tube</td>
<td>10.9</td>
<td>0.370 dia x 2.05 lg</td>
</tr>
<tr>
<td>Type of Specimen</td>
<td>Alloys</td>
<td>T (°C)</td>
<td>365[^d]390</td>
</tr>
<tr>
<td>------------------</td>
<td>--------</td>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td><strong>Tensile</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ferritic:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JFMS</td>
<td>S[^a]</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>HT9</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>ODS</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>Misc. Fe-Cr-X</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>Misc. Fe alloys</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>Low activation ferritic:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ASx series</td>
<td>W,S</td>
<td>W,S</td>
<td>W,S</td>
</tr>
<tr>
<td>JLFx series</td>
<td>S</td>
<td>S</td>
<td>W,S</td>
</tr>
<tr>
<td>FB2H</td>
<td>W,S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>NLFx series</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td><strong>Austenitic:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA/JPCA</td>
<td>W,S</td>
<td>W,S</td>
<td>S</td>
</tr>
<tr>
<td>Misc.</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>Low activation austenitic:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe-Cr-Mn-X</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>HMNx series</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>JHMx series</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>Fe-Cr-Ni-X</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cu</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>Vanadium alloys</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>Refractories of Mo, W</td>
<td>S</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>Charpy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ferritic:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HT9</td>
<td>3,5[^b]</td>
<td>3</td>
<td>S</td>
</tr>
<tr>
<td>JFMS</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>ODS</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low activation ferritic:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ASx series</td>
<td>3,5</td>
<td>3,5</td>
<td>S</td>
</tr>
<tr>
<td>JLFx series</td>
<td>5</td>
<td>5</td>
<td>3,5</td>
</tr>
<tr>
<td>NLFx series</td>
<td>5,3</td>
<td>5,3</td>
<td>5</td>
</tr>
<tr>
<td>FB2H</td>
<td>3,5</td>
<td>3,5</td>
<td>5</td>
</tr>
<tr>
<td>Low activation austenitic:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JHMx series</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Fe-Cr-Mn-x</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rod/disk/wafer/foil/fiber/block</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>C/ceramic/composites</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low activation ferritic</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Misc. ferritic</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Low activation austenitic</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Misc. austenitic</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Vanadium alloys</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Pure metals, model alloys[^c]</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Refractories of Mo, W</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

[^a]: S: Specimen
[^b]: 3,5[^b]: X: X
[^c]: X: X
[^d]:[^d]390: X: X
[^e]:[^e]460: X: X
[^f]:[^f]520: X: X
[^g]:[^g]600: X: X
[^h]:[^h]800: X: X
### Table 6 (contd)

<table>
<thead>
<tr>
<th>Type of Specimen</th>
<th>Pressurized Tube</th>
<th>Low activation ferritic:</th>
<th>355*(d)</th>
<th>390</th>
<th>410-425</th>
<th>410*(e)</th>
<th>460</th>
<th>520</th>
<th>600</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ASx series</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>JLFx series</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>F82H</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Austenitic:</td>
<td>PCA/JPCA</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low activation austenitic:</td>
<td>HMK series</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) Dimens of "S" and "W" specimens are given in Table 5; W specimens are twice the size of S specimens in each dimension.
(b) "3" refers to 1/3 size charpy specimens and "5" refers to 1.5 mm charpy specimens. Dimensions of both types of charpies are given in Table 5.
(c) Also at 430-440°C above core.
(d) Below core.
<table>
<thead>
<tr>
<th>LcTA</th>
<th>Program</th>
<th>Canister (or TC No.)</th>
<th>Canister</th>
<th>Target Temp. ((\text{Min.})^{(\text{C})})</th>
<th>Temp. Min. ((\text{C}))</th>
<th>Temp. Max. ((\text{C}))</th>
<th>Days (\text{C})</th>
<th>Temp. Avg. (\text{C})</th>
<th>Temp. Avg. (\text{C})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2A</td>
<td>MONB</td>
<td>1a</td>
<td>Weeper</td>
<td>390</td>
<td>207</td>
<td>391</td>
<td>6.6</td>
<td>332</td>
<td>86.1</td>
</tr>
<tr>
<td>2A</td>
<td>IEA</td>
<td>1b</td>
<td>Weeper</td>
<td>380</td>
<td>206</td>
<td>381</td>
<td>6.2</td>
<td>328</td>
<td>87.1</td>
</tr>
<tr>
<td>2A</td>
<td>IEA</td>
<td>1c</td>
<td>Weeper</td>
<td>940</td>
<td>208</td>
<td>956</td>
<td>16.0</td>
<td>691</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1w) (Outer 1c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1x) (Upper 1c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2A</td>
<td>IEA</td>
<td>1d</td>
<td>Weeper</td>
<td>385</td>
<td>207</td>
<td>386</td>
<td>6.4</td>
<td>329</td>
<td>87.0</td>
</tr>
<tr>
<td>2A</td>
<td>IEA</td>
<td>1e</td>
<td>Gas gapped</td>
<td>980</td>
<td>207</td>
<td>1000</td>
<td>12.1</td>
<td>638</td>
<td>81.4</td>
</tr>
<tr>
<td>2A</td>
<td>IEA</td>
<td>1f</td>
<td>Gas gapped</td>
<td>395</td>
<td>201</td>
<td>395</td>
<td>6.7</td>
<td>333</td>
<td>86.7</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>2a</td>
<td>Gas gapped</td>
<td>208</td>
<td>460</td>
<td>469</td>
<td>1.6</td>
<td>351</td>
<td>85.8</td>
</tr>
<tr>
<td>2A</td>
<td>US</td>
<td>2a</td>
<td>Gas gapped</td>
<td>520</td>
<td>207</td>
<td>536</td>
<td>1.3</td>
<td>364</td>
<td>86.1</td>
</tr>
<tr>
<td>2A</td>
<td>US</td>
<td>2c</td>
<td>Gas gapped</td>
<td>520</td>
<td>211</td>
<td>531</td>
<td>1.3</td>
<td>362</td>
<td>86.1</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>2d</td>
<td>Weeper</td>
<td>405</td>
<td>207</td>
<td>401</td>
<td>6.1</td>
<td>336</td>
<td>86.6</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>2e</td>
<td>Weeper</td>
<td>405</td>
<td>208</td>
<td>408</td>
<td>6.1</td>
<td>336</td>
<td>86.6</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>2f</td>
<td>Gas gapped</td>
<td>520</td>
<td>210</td>
<td>530</td>
<td>1.7</td>
<td>363</td>
<td>85.1</td>
</tr>
<tr>
<td>1G</td>
<td>US</td>
<td>2f</td>
<td>Gas gapped</td>
<td>520</td>
<td>207</td>
<td>534</td>
<td>7.5</td>
<td>363</td>
<td>86.0</td>
</tr>
<tr>
<td>1G</td>
<td>US</td>
<td>3a</td>
<td>Weeper</td>
<td>430</td>
<td>207</td>
<td>436</td>
<td>9.4</td>
<td>351</td>
<td>84.0</td>
</tr>
<tr>
<td>1G</td>
<td>US</td>
<td>3b</td>
<td>Weeper</td>
<td>430</td>
<td>207</td>
<td>431</td>
<td>7.2</td>
<td>344</td>
<td>86.2</td>
</tr>
<tr>
<td>2A</td>
<td>US</td>
<td>3c</td>
<td>Weeper</td>
<td>420</td>
<td>208</td>
<td>428</td>
<td>8.6</td>
<td>353</td>
<td>84.1</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>3d</td>
<td>Weeper</td>
<td>425</td>
<td>208</td>
<td>429</td>
<td>9.3</td>
<td>356</td>
<td>84.1</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>3e</td>
<td>Gas gapped</td>
<td>520</td>
<td>211</td>
<td>531</td>
<td>7.8</td>
<td>368</td>
<td>85.6</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>3f</td>
<td>Gas gapped</td>
<td>600</td>
<td>213</td>
<td>611</td>
<td>7.9</td>
<td>378</td>
<td>85.5</td>
</tr>
<tr>
<td>1G</td>
<td>US</td>
<td>4a</td>
<td>Gas gapped</td>
<td>600</td>
<td>207</td>
<td>614</td>
<td>1.7</td>
<td>317</td>
<td>85.1</td>
</tr>
<tr>
<td>2A</td>
<td>US</td>
<td>4b</td>
<td>Gas gapped</td>
<td>600</td>
<td>213</td>
<td>612</td>
<td>7.8</td>
<td>319</td>
<td>85.1</td>
</tr>
<tr>
<td>2A</td>
<td>US</td>
<td>4c</td>
<td>Gas gapped</td>
<td>600</td>
<td>214</td>
<td>611</td>
<td>7.8</td>
<td>380</td>
<td>85.6</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>4d</td>
<td>Weeper</td>
<td>425</td>
<td>209</td>
<td>434</td>
<td>9.1</td>
<td>357</td>
<td>84.3</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>4e</td>
<td>Gas gapped</td>
<td>520</td>
<td>211</td>
<td>530</td>
<td>7.9</td>
<td>311</td>
<td>85.5</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>4f</td>
<td>Gas gapped</td>
<td>600</td>
<td>213</td>
<td>612</td>
<td>8.0</td>
<td>319</td>
<td>85.4</td>
</tr>
<tr>
<td>2A</td>
<td>US</td>
<td>5a</td>
<td>Gas gapped</td>
<td>580</td>
<td>213</td>
<td>591</td>
<td>7.8</td>
<td>319</td>
<td>85.6</td>
</tr>
<tr>
<td>2A</td>
<td>US</td>
<td>5b</td>
<td>Weeper</td>
<td>420</td>
<td>210</td>
<td>422</td>
<td>9.3</td>
<td>355</td>
<td>84.1</td>
</tr>
<tr>
<td>2A</td>
<td>US</td>
<td>5c</td>
<td>Gas gapped</td>
<td>580</td>
<td>213</td>
<td>592</td>
<td>1.9</td>
<td>315</td>
<td>85.5</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>5d</td>
<td>Gas gapped</td>
<td>800</td>
<td>219</td>
<td>813</td>
<td>8.4</td>
<td>434</td>
<td>85.1</td>
</tr>
<tr>
<td>2A</td>
<td>IEA/MONB</td>
<td>5e</td>
<td>Weeper</td>
<td>430</td>
<td>210</td>
<td>430</td>
<td>8.9</td>
<td>351</td>
<td>84.5</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>5f</td>
<td>Gas gapped</td>
<td>600</td>
<td>214</td>
<td>613</td>
<td>8.2</td>
<td>382</td>
<td>85.3</td>
</tr>
<tr>
<td>2A</td>
<td>US</td>
<td>6a</td>
<td>Weeper</td>
<td>425</td>
<td>210</td>
<td>421</td>
<td>9.2</td>
<td>351</td>
<td>84.1</td>
</tr>
<tr>
<td>2A</td>
<td>US/MONB</td>
<td>6b</td>
<td>Weeper</td>
<td>430</td>
<td>211</td>
<td>430</td>
<td>9.3</td>
<td>358</td>
<td>84.1</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>6c</td>
<td>Weeper</td>
<td>430</td>
<td>210</td>
<td>432</td>
<td>9.3</td>
<td>358</td>
<td>84.1</td>
</tr>
<tr>
<td>2A</td>
<td>US/MONB</td>
<td>1b</td>
<td>Weeper</td>
<td>435</td>
<td>210</td>
<td>438</td>
<td>9.3</td>
<td>360</td>
<td>84.1</td>
</tr>
<tr>
<td>2A</td>
<td>US</td>
<td>8a</td>
<td>Weeper</td>
<td>435</td>
<td>211</td>
<td>437</td>
<td>9.4</td>
<td>361</td>
<td>84.0</td>
</tr>
<tr>
<td>2A</td>
<td>US/MONB</td>
<td>8b</td>
<td>Weeper</td>
<td>435</td>
<td>211</td>
<td>439</td>
<td>9.3</td>
<td>361</td>
<td>84.1</td>
</tr>
<tr>
<td>1G</td>
<td>US</td>
<td>8e</td>
<td>Weeper</td>
<td>445</td>
<td>207</td>
<td>456</td>
<td>9.5</td>
<td>364</td>
<td>83.8</td>
</tr>
<tr>
<td>2A</td>
<td>MS</td>
<td>BCA</td>
<td>Weeper</td>
<td>375</td>
<td>206</td>
<td>318</td>
<td>5.5</td>
<td>323</td>
<td>87.9</td>
</tr>
<tr>
<td>2A</td>
<td>US</td>
<td>BCB</td>
<td>Weeper</td>
<td>375</td>
<td>206</td>
<td>315</td>
<td>5.6</td>
<td>323</td>
<td>87.8</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>BCE</td>
<td>Weeper</td>
<td>375</td>
<td>206</td>
<td>374</td>
<td>5.6</td>
<td>323</td>
<td>87.8</td>
</tr>
<tr>
<td>2A</td>
<td>MONB</td>
<td>BCF</td>
<td>Gas gapped</td>
<td>410</td>
<td>207</td>
<td>429</td>
<td>10.2</td>
<td>349</td>
<td>83.2</td>
</tr>
<tr>
<td>1G</td>
<td>US</td>
<td>BCB</td>
<td>Weeper</td>
<td>365</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1G</td>
<td>US</td>
<td>BCF</td>
<td>Weeper</td>
<td>365</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>
Table 7 (contd)

<table>
<thead>
<tr>
<th>MOTA</th>
<th>Program (or TC No.)</th>
<th>Canister (or TC) Type</th>
<th>Target Temp. ($^\circ$C)</th>
<th>Min. Temp. ($^\circ$C)</th>
<th>Max. Temp. ($^\circ$C)</th>
<th>Avg. Temp. of Temp. Days ($^\circ$C)</th>
<th>Avg. Temp. Days ($^\circ$C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2A</td>
<td>c1</td>
<td>Coolant TC</td>
<td>310</td>
<td>206</td>
<td>369</td>
<td>5.4</td>
<td>322</td>
</tr>
<tr>
<td>2A</td>
<td>c2</td>
<td>Coolant TC</td>
<td>390</td>
<td>208</td>
<td>393</td>
<td>6.5</td>
<td>332</td>
</tr>
<tr>
<td>1G</td>
<td>c1</td>
<td>Coolant TC</td>
<td>380</td>
<td>201</td>
<td>382</td>
<td>6.2</td>
<td>328</td>
</tr>
<tr>
<td>1G</td>
<td>c2</td>
<td>Coolant TC</td>
<td>405</td>
<td>201</td>
<td>405</td>
<td>6.9</td>
<td>331</td>
</tr>
<tr>
<td>1G</td>
<td>c3</td>
<td>Coolant TC</td>
<td>425</td>
<td>201</td>
<td>430</td>
<td>9.4</td>
<td>358</td>
</tr>
</tbody>
</table>

(a) Temperatures less than 300°C not included in calculation.
(b) Weepers and coolant TC target temperatures listed are the values used for the calculations of the average temperatures.
(c) Temperature change canister.
(d) No TC in canister.
OBJECTIVE

The objective of this work is to study the accuracy of the precision immersion densitometer, and to determine the most important error factors on these measurements.

SUMMARY

To examine the accuracy of immersion density data, an identical control specimen was measured repeatedly. The distribution of the density data obtained shows that the accuracy of this method using an austenitic stainless steel specimen is 0.1% in swelling. Although no direct systematic relationship between the temperature change of the immersion liquid and the density data was shown, the instability of the microbalance due to such an environmental change was shown to be important.

PROGRESS AND STATUS

Introduction

The precision immersion densitometer has been employed to quantitatively measure the radiation-induced density changes (including void swelling) using standard transmission electron microscopy (TEM) disks irradiated in various reactors. The TEM disks are small specimens from the standpoint of mass and volume (3 mm diam by 0.254 mm thick) and the densitometer system employs an disadvantageous method to calculate the swelling from the standpoint of accuracy. The density data are obtained by subtracting measured weights of the identical specimens in air and in liquid, and swelling data are calculated by subtracting the calculated density data of irradiated and unirradiated specimens. However, despite those factors, it is an extraordinarily fine apparatus for remote handling of radioactive specimens. These measurements were performed with extensive care and were very effective for obtaining swelling data. The ultimate accuracy of obtained data, however, has not been fully characterized.

Currently, measurements are under way on specimens irradiated in the MFE-7J capsule in the Oak Ridge Research Reactor (ORR) at 400°C with a low damage level of up to 8 dpa, as a part of the U.S./Japan collaborative program. This irradiation, along with another series of ORR capsules (MFE-4A, MFE-4B, and MFE-6J) and their successors, the High Flux Isotope Reactor (HFIR) RB capsules, comprise the only irradiations in the world which employ neutron-spectral tailoring to accurately simulate the correct He:dpa ratio for a fusion environment. Considering the strong effect of He:dpa ratio on the microstructural evolution of austenitic stainless steels, these spectrally tailored experiments are therefore expected to provide a very important set of microstructural data which will reflect the most realistic fusion reactor first-wall materials behavior for design purposes, rather than just a relative comparison of radiation response of differences of various alloys for alloy development.

The specimens now being examined at the damage level of 8 dpa are the first batch of spectrally tailored experiments from the U.S./Japan collaboration. This damage level is much lower than the first eight HFIR target capsules (>30 dpa) in this collaboration and is even lower than the earlier MFE-4A (13 dpa) and MFE-4B (12 dpa) capsules. Moreover, the irradiation temperatures of 60, 200, 330, and 400°C are also low, and at these temperatures void growth rate will be small compared to the temperature range above 500°C. The swelling data being obtained from these specimens will therefore be at or below the detection limit of the densitometer.

An understanding of the accuracy in precision immersion densitometry is essential to make the data obtained meaningful. A program to investigate the accuracy of the precision immersion densitometry has been initiated this reporting period and the purpose of this report is to describe its first result.

Experimental Procedures

The precision densitometer installed at the hot cell (ORNL, Bldg. 3025E) was used in this experiment. This apparatus features a unique specimen transfer system and a modified, ultrasensitive microbalance produced by Metler (Model M3-03) which can measure the weights of an identical TEM specimen in the air and in the liquid (thereafter immersion liquid) successively with the sensitivity of 0.001 mg. This microbalance has been modified to have two buckets set on a string for both the dry and wet weight measurements. A sophisticated control system transfers the TEM specimen from the dry bucket to the wet bucket. The immersion liquid is FC-43 (freon), produced by 3M Corp., which is kept in a column surrounded by temperature-controlled water supplied from a constant temperature circulation bath, HAAKE.
model A81. Although the bath can keep the temperature of the water in the bath within ±0.01°C about target temperature, the long piping (almost 2 m in both supply and return circuits) of the water between the bath and densitometer and the temperature change of the air surrounding the measurement unit could reduce the temperature stability of the immersion liquid. A typical TEM disk used with this densitometer measures 3 mm in diameter and 0.25 mm in thickness. Further details and operating procedure for this densitometer will be presented elsewhere.

An identical control (unirradiated) TEM disk of JPCA 20% cold-worked (CW) stainless steel, identification No. F29, was measured ten times between August 17 and 28, 1989. These measurements were interspersed with the ordinary tasks of density measurements. The control program written for the Hewlett Packard 9825T desk-top computer also processes the obtained data, including both dry and wet weights and environmental parameters, to calculate the density values.

Results and Discussion

Table 1 shows the obtained density data of disk F29 along with the environmental conditions in which the measurements were made. The average and the standard deviation of these density data are 7.9140 and 0.0053 g/cm³, respectively. The standard deviation is 0.07% of the average value. The swelling calculation requires two density measurements—one for the irradiated specimen and the other for the control disk. Hot (ρₕ) and cold (ρₖ) density values are subtracted in the following equation to calculate swelling.

\[ \Delta V = \frac{\rho_c - \rho_h}{\rho_h} \]

The standard deviation of calculated swelling is estimated to be 0.1%, according to the following equation of error estimation.

\[ (A \pm a) - (B \pm b) = (A - B) \pm \sqrt{a^2 + b^2} \]

where ± represents the accompanied error, and assuming \( \rho_c = \rho_h \). It is clear that the accuracy of the swelling calculation depends directly on the accuracy of the density measurement. The control program which also calculates the density values includes many environmental corrections, such as the air temperature, the humidity of the air, the atmospheric pressure, and the temperature of the immersion liquid. In this program, the temperature of the immersion liquid is considered to affect the density calculation through the density change of the immersion liquid. Although the program has a correction formula for the calculated density due to the liquid temperature instability (see Appendix), it was our experience that during these density measurements, the data obtained were much affected by the zero-drift of the microbalance. Sometimes the zero-drift during the measurement procedure for a single disk reaches an unacceptable level, especially when the temperature stability of the liquid is not good.

<table>
<thead>
<tr>
<th>Date</th>
<th>Temperature of Air (°C)</th>
<th>Humidity (%)</th>
<th>Atmosphere (mmHg)</th>
<th>Temperature, °C</th>
<th>Density (g/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/17/89</td>
<td>23.7404</td>
<td>50.8387</td>
<td>742.0961</td>
<td>21.2200</td>
<td>20.8580</td>
</tr>
<tr>
<td>8/17</td>
<td>23.7644</td>
<td>50.1298</td>
<td>742.3631</td>
<td>21.2120</td>
<td>20.8600</td>
</tr>
<tr>
<td>8/23</td>
<td>23.5777</td>
<td>52.3186</td>
<td>742.9469</td>
<td>21.2440</td>
<td>20.8470</td>
</tr>
<tr>
<td>8/23</td>
<td>23.9764</td>
<td>52.7312</td>
<td>742.2371</td>
<td>21.2600</td>
<td>20.8730</td>
</tr>
<tr>
<td>8/25</td>
<td>24.5511</td>
<td>52.1338</td>
<td>741.2627</td>
<td>21.2980</td>
<td>20.8800</td>
</tr>
<tr>
<td>8/28</td>
<td>23.9706</td>
<td>52.3387</td>
<td>744.2833</td>
<td>21.3050</td>
<td>20.8740</td>
</tr>
</tbody>
</table>

To examine the effect of the liquid temperature on the obtained density data, the obtained density data were plotted against the liquid temperature in Fig. 1 and both data were processed by the least squares method to determine the relationship between these two sets of data. The resultant approximation
line is also included in Fig. 1. The result, however, shows that there is no relationship beyond their statistical scattering between the temperature of the immersion liquid and the obtained density data.

Nevertheless, the zero-drift experienced by the microbalance during the measurement, whatever the cause, can introduce an appreciable error in density calculation, where the specimen density is determined by the comparison of the wet and dry weights of the specimen. In normal operation, the time period from zero re-set of the microbalance to the dry-weight measurement was 30 s, while 40 s elapsed between the dry-weight and the wet-weight measurements. The recorded zero-drift of the microbalance throughout a single run occasionally exceeded a certain level (currently 0.007 mg), which signals an unsuccessful measurement. The density data obtained under such a large zero-drift is always discarded. It should be noted that there is no way to monitor the zero-drift of the microbalance while the specimen is passing through the two buckets. Although the accepted data are obtained only in more stable conditions of the microbalance, the minimum zero-drift between dry and wet weight measurements causes an appreciable error in density calculation. About 0.001 mg of zero-drift occurring between dry and wet weight measurements will cause a 0.03% error in the density data of stainless steel (see Appendix). The precision densitometer has an excellent level of accuracy considering the very tiny size and mass of a TEM disk specimen. Further improvement of accuracy is possible, however, only through further control of the zero-drift of the microbalance.

FUTURE WORK

For improved accuracy of the data and better efficiency of measurement, the following experiments are expected:

1. The zero-drift behavior of the microbalance will be examined. It has been noted that the zero-drift is caused by the environmental instability, but the relationship is not clear. An attempt to characterize and control this instability will be initiated.

2. Zero-drift correction in the density calculation will be attempted. The zero-drift affects the error of density data most severely when it occurs between the dry and wet weight measurement, though it cannot be measured at that point. An effort to derive an equation for quantifying this drift will be made. The equation will then be utilized in the computer data acquisition and analysis program.
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APPENDIX

The temperature of the immersion liquid can affect the following equation of density calculation through the density change of the immersion liquid:

\[
\rho_t = \frac{\rho_1 W_d - \rho_a W_w}{W_d - W_w}
\]

where \( \rho_t \) is the density of the specimen, \( W_d \) and \( W_w \) are the dry and the wet weights of the specimen, respectively, \( \rho_1 \) is the density of the immersion liquid, \( \rho_a \) is the density of the air. And \( \rho_1 \) is calculated by the following equation using the liquid temperature, \( T \), measured by thermistor,

\[
\rho_1 = \rho_{10} + a \cdot T
\]

where \( \rho_{10} \) and \( a \) are the constants specific to the immersion liquid and the following values are used in this program:

\[
\rho_{10} = 1.918, \quad a = -0.00218
\]

Assuming \( \rho_a \) is close enough to zero, Eq. (3) can be modified in the following equation:

\[
\rho_t = \frac{\rho_1 W_d}{W_d - W_w}
\]

The density change of the immersion liquid, \( \rho_1 \), in the temperature range from 20.83 to 20.89°C is 0.007% according to Eq. (4). Typical values of \( W_d \) and \( W_w \) for the TEM disk of austenitic stainless Steel are 14 and 11 mg, respectively. So 0.001 mg error in \( (W_d - W_w) \) caused by the zero-drift of the microbalance is 0.03%. According to Eq. (3), this error affects the calculation of the \( \rho_t \) proportionally.
2. DOSIMETRY, DAMAGE PARAMETERS, AND ACTIVATION CALCULATIONS
OBJECTIVE

The purpose of this work was to begin a consistent comparison of candidate concepts for an International Fusion Materials Irradiation Facility (IFMIF) as recommended by the IFMIF Evaluation Panel. A particular concern is the acceptability for fusion studies of appreciable neutrons above 14 MeV.

SUMMARY

A comparison was made of damage parameters for carbon, iron, and molybdenum irradiated in spectra for d-Li, spallation, and beam-plasma (d-t) neutron sources and a reference DEMO first wall spectrum. The transmutation results emphasize the need to define the neutron spectra at low energies; only the DEMO spectrum was so defined. The spallation spectra were also poorly defined at high neutron energies; they were too soft to produce the desired gas production rates. The treatments of neutron-induced displacement reactions were limited to below 20 MeV and transmutation reactions to below 50 MeV by the limited availability of calculational tools. Recommendations are given for further work to be performed under an international working group.

PROGRESS AND STATUS

Introduction

It is recognized worldwide that an intense source of fusion energy neutrons is needed to evaluate candidate fusion materials. Several concepts for an International Fusion Materials Irradiation Facility (IFMIF) were described and evaluated at a workshop held in San Diego in Feb. 1989. This workshop was held at the request of the Executive Committee of the IEA Implementing Agreement on R & D on Radiation Damage to Fusion Reactor Materials. The Evaluation Panel recommended that three neutron source concepts—Beam-Plasma, D-Li, and Spallation—be developed further.

The Beam-Plasma concept, developed by Lawrence Livermore National Laboratory (LLNL), is based on a mirror-type plasma machine fueled with tritium and subjected to intense deuteron beams injected perpendicular to its axis. The D-Li source, proposed by the Los Alamos National Laboratory (LANL), is an upgrade of the FMIT (Fusion Materials Irradiation Test facility designed at Hanford and Los Alamos but never constructed) design in which neutrons are produced by one or more 35 MeV deuteron beams incident on one or more flowing lithium targets. The conceptual spallation source, EURAC (European Accelerator), proposed at the workshop by the Institute of Nuclear Fusion (INF) of the Polytechnic University of Madrid, generates neutrons with a 600 MeV proton beam incident on a liquid lead target. Both of the accelerator-based sources, D-Li and spallation, produce neutrons above the 15 MeV upper limit of a fusion device, i.e., "high energy tails".

The Evaluation Panel also recommended that the radiation effects community develop descriptions of the radiation environments of these sources "on a consistent basis" as a prelude to a critical examination of how well each source can simulate the environment of a fusion reactor. The Executive Committee subsequently requested one of the authors (DGO) to attempt to implement this recommendation. The objective of this report is to discuss the status of this work.

This study is concerned only with the comparison of damage parameters among the several sources; facility comparisons in terms of test volume, accessibility, reliability, etc. are outside its scope.

Bases for Neutron Source Comparisons

Neutron source comparisons can be made on the basis of neutron fluxes, neutron spectra, primary recoil spectra, damage energy or displacement rates, and transmutation species and rates. However, the Evaluation Panel concluded that each source is capable, in principle, of generating sufficient flux for fusion materials studies, so flux and damage rates, i.e., source strengths, will not be compared in the present study. We will concentrate on spectral comparisons, in terms of the neutron spectra themselves or the following derived spectral-averaged quantities: damage energy or displacement cross sections, transmutation cross sections, and recoil spectra. In addition, the fluence dependence of transmutation production will be examined.

(a) Work performed at Argonne National Laboratory.
(b) Pacific Northwest Laboratory operated for U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RLO 1830.
The sources of the neutron spectra used in this study and some of their characteristics are described briefly in Tables 1a and 1b. Some comparisons are given in Figure 1. Neutron spectra were solicited from LLNL for the beam-plasma source, from LANL for the D-Li source, and from the Paul Scherrer Institute (PSI) and the INF for a spallation source.

### Table 1A
Neutron Spectra Used in this Work

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>Calc. By</th>
<th>Reference</th>
<th>Code Used</th>
<th>No. of Groups</th>
<th>Total Flux</th>
<th>Provided By</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DEMO, 1ST WALL</strong></td>
<td>Culham</td>
<td>CLM-R-254</td>
<td>?</td>
<td>100</td>
<td>1.41e+15 n/cm²-s</td>
<td>Ehrlich, KfK</td>
</tr>
<tr>
<td>BEAM-PLASMA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plasma edge, 8 cm</td>
<td>Kawabe &amp; Sagawa</td>
<td>Tsukuba U.</td>
<td>none</td>
<td>ANISN</td>
<td>27</td>
<td>Coensgen, LLNL</td>
</tr>
<tr>
<td>Al, 21.5-22.3 cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.8e+14 n/cm²-s?</td>
<td></td>
</tr>
<tr>
<td>Al, 21.5-51.5 cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14.9e+14 n/cm²-s?</td>
<td></td>
</tr>
<tr>
<td>0-Li, 2-250 mA beams</td>
<td>Varsamis, LANL</td>
<td>IFMIF rept. TBP Nucl. Sci. Eng.</td>
<td>FMITSP (Mann)</td>
<td>50 (1 MeV)</td>
<td>5.45e+14 n/cm²-s</td>
<td>Lawrence, LANL</td>
</tr>
<tr>
<td>at 90° with 8.5 cm from vertex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.27e+14 n/cm²-s</td>
<td></td>
</tr>
<tr>
<td>14 cm from vertex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPALLATION</td>
<td>Pepin, 1982</td>
<td>ANL-82-80 HET, 05R</td>
<td></td>
<td>28</td>
<td>0.846 n/sr-p</td>
<td>Victoria, PSI</td>
</tr>
<tr>
<td>520 MeV p on Pb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90 deg at targ. face</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>600 MeV p on Pb w/ Pb reflector</td>
<td>Atchison &amp; Fischer, PSI</td>
<td>none</td>
<td>HETC</td>
<td>35</td>
<td>0.127 n/cm²-p</td>
<td>Perlado, Madrid</td>
</tr>
<tr>
<td>Z=3.75, R=1.3 cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 1B
Characteristics of Neutron Spectra Used in this Work

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>100 MeV</th>
<th>20 MeV</th>
<th>Fraction of Flux Above: 15 MeV</th>
<th>1.0 MeV</th>
<th>0.1 MeV</th>
<th>Lowest Energy Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEMO</td>
<td>0</td>
<td>0</td>
<td>0.126</td>
<td>0.28</td>
<td>0.56</td>
<td>0 - 0.41 eV</td>
</tr>
<tr>
<td>BEAM-PLASMA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w/o reflector</td>
<td>0</td>
<td>0</td>
<td>0.95</td>
<td>0.98</td>
<td>0.997</td>
<td>0 - 0.02 MeV</td>
</tr>
<tr>
<td>w/ reflector</td>
<td>0</td>
<td>0</td>
<td>0.56</td>
<td>0.66</td>
<td>0.84</td>
<td>0 - 0.02 MeV</td>
</tr>
<tr>
<td>0-Li, 14.0 cm from vertex</td>
<td>0</td>
<td>0.12</td>
<td>0.49</td>
<td>.94</td>
<td>?</td>
<td>0 - 1 MeV</td>
</tr>
<tr>
<td>8.5 cm from vertex</td>
<td>0</td>
<td>0.10</td>
<td>0.37</td>
<td>.90</td>
<td>?</td>
<td>0 - 1 MeV</td>
</tr>
<tr>
<td>T-H</td>
<td>0</td>
<td>0</td>
<td>0.23</td>
<td>0.90</td>
<td>?</td>
<td>0 - 1 MeV</td>
</tr>
<tr>
<td>SPALLATION</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>520 MeV (Pepin)</td>
<td>.004</td>
<td>0.04</td>
<td>0.05</td>
<td>0.52</td>
<td>0.95</td>
<td>0.001 - .01 MeV</td>
</tr>
<tr>
<td>600 MeV (Perlado)</td>
<td>&lt;.003</td>
<td>0.008</td>
<td>0.014</td>
<td>-</td>
<td>0.42</td>
<td>0.4 - 0.6 MeV</td>
</tr>
</tbody>
</table>

Two beam-plasma spectra at the edge of the plasma (8 cm radius), with and without an aluminum reflector (inner radius 21.5 cm, outer radius 51.5 cm) were received from Livermore; they were calculated at Tsukuba University.
Two D-Li spectra, both uncollided but for different locations in a configuration featuring two accelerator/target systems at 90 deg, were received from Los Alamos. The locations are in the plane of the two beams and along the axis of symmetry between the two targets. Point 1 is 14 cm from the vertex, which is at the virtual intersection of the two beams. Since the highest energy neutrons are emitted in the forward direction, this location illustrates a hard spectrum. Point 2 is 8.5 cm from the vertex, illustrating a somewhat softer, higher flux location.

Two spallation spectra have been examined to date. One, provided by M. Victoria, PSI, is from a published calculation by Pepin (using the HET and OSR codes) for an experimentally realizable configuration. It is for the neutron spectrum at, and 90 degrees to, the curved face of a 15 cm diameter cylindrical lead target bombarded by 520 MeV protons. The other, one of several provided by J. M. Perlado, INF, is from a calculation with HETC for the proposed EURAC in which a finely focused beam of 600 MeV protons is incident on a one cm wide lead target surrounded by a lead reflector. It corresponds to a specimen located within a centimeter of the liquid lead target. The spectrum is quite soft as shown in Table 1b.

At the IFMIF workshop, the suggestion (attributed to S. Cierjacks) was made that a facility based on a triton beam impinging on a hydrogenous target should be considered, referred to hereafter as a T-H source. A triton energy of 21 MeV would produce a neutron spectrum with a maximum energy of 14 MeV. A T-H source spectrum provided by Kernforschungszentrum Karlsruhe (KfK) has been included in this study.

KfK also provided a first wall spectrum for the conceptual Culham DEMO reactor [6] to be used as a reference case.

None of the spectra received, other than DEMO, provide spectral definition below a few tenths MeV. None of the calculations take account of spectral perturbations by test assemblies. Because each spectrum (or set of spectra) was provided by a different source, no uniformity of accuracy can be assumed.
A primary source of difficulty in making the desired source comparisons is that the neutron energy range covered by the sources extends from thermal to hundreds of MeV. It is convenient here to identify three energy regions: thermal to a few tens of keV, less than 20 MeV, and greater than 20 MeV. The lowest energy range is of interest because neutron absorption cross sections can become very large with decreasing neutron energy, leading to high transmutation rates. Furthermore, this region produces low energy displacement cascades for which residual defect production efficiencies are high.

Twenty MeV is the upper limit of the Evaluated Nuclear Data Files (ENDF/B) used in the U.S. and many other countries (major data files developed in other countries are also limited to 20 MeV or lower). Evaluated cross sections above 20 MeV are rare, so most high energy applications require the use of calculated nuclear data. This introduces uncertainties in both the calculation of neutron spectra at high energies, and the calculation of derived damage parameters at high energies.

More importantly, the nuclear interaction processes change in character as the energy is increased above 20 MeV to hundreds of MeV. Neutron reactions in the MeV range are dominated by elastic and inelastic events that produce neutrons or nuclei of hydrogen and helium. A wealth of nuclear data in this range means most uncertainties are relatively small. At 100 MeV, on the other hand, spallation and fission reactions occur that produce many more atomic species, ranging up to the atomic number of the target nucleus. Few data exist in this region and model calculations are computer intensive, hence expensive.

The planned approach for this study was to combine the various spectra with appropriate cross sections to determine spectral-averaged cross sections for the production of primary recoil spectra, displacement damage, and transmutations. Recent nuclear model calculations at Los Alamos to 100 MeV for iron, molybdenum, and carbon were originally thought to be available for this study. However, we found that the complete data needed to calculate displacement damage was not available. Therefore, it was necessary to estimate the displacement damage energy due to neutrons above 20 MeV.

Transmutation files, on the other hand, are available to 50 MeV in the transmutation and activation code REAC*2, developed originally for FMIT applications. The high energy data for Fe have been subject to evaluation so are probably more accurate than those for Mo and C.

Calculations

Displacement Damage. The codes NJOY and SPECTER, both well known, were used to calculate displacement damage and primary recoil spectra, respectively. For the former, the displacement cross section above 20 MeV, the upper limit of the evaluated nuclear data files, was assumed constant leading to a small underestimate. Better approximations could be made, but this is the least serious computational limitation at present. In calculating recoil spectra, the neutron spectra were truncated at 20 MeV. This distorts the shape of the recoil spectrum somewhat and, of course, fails to indicate the highest energy recoils. Although the number of neutrons above 20 MeV is small (see Table 1b), this calculation should be redone with a different code as suggested below. However, it is of interest to note that the consensus of the present workshop was that the major concern regarding high energy tails is transmutations, not effects of high energy recoils.

Transmutations. The code REAC*2 was used to calculate transmutations for iron, molybdenum, and carbon. The few neutrons above 50 MeV (see Table 1b) in the spallation spectra were ignored. Because transmutation production may be nonlinear due to the production of daughter nuclides, the calculations were carried out to 1000 days for the DEMO case, with output at 100 day intervals. The other spectra were run to the same total damage energy, corresponding to 50 displacements per atom (dpa) in iron.

Recoil Spectra. Recoil spectra files (based on ENDF/B-V nuclear data and the DISCS code) are contained in SPECTER for neutrons below 20 MeV. SPECTER was used here to calculate complete recoil spectra in Fe, Mo, and C for the DEMO, Beam-Plasma, and H-T cases, i.e., those having no neutrons above 20 MeV. It was also used to estimate recoil spectra for one D-Li and one spallation spectrum, ignoring neutrons above 20 MeV. The authors did not have access, in the time available, to an operating version of a code incorporating intranuclear cascade and fission models that in principle is capable of calculating recoil spectra (and transmutation production) at high neutron energies. (Both recoil and transmutation results are included in published descriptions of EURAC, but documentation of the calculations has not been available to the authors.)

RESULTS AND DISCUSSION

Displacement Damage

Spectral-averaged damage energy cross sections are summarized in Table 2. At low Z (carbon), the cross section increases with decreasing energy below a few MeV which keeps the variation among neutron sources
### Table 2

Spectral-Averaged Damage Energy Cross Sections (keV-barns)

<table>
<thead>
<tr>
<th>SPECTRUM</th>
<th>$\bar{\varepsilon}$</th>
<th>$\bar{\gamma}$</th>
<th>Mo</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEMO</td>
<td>31</td>
<td>66</td>
<td>67</td>
</tr>
<tr>
<td>B-P</td>
<td>41</td>
<td>271</td>
<td>245</td>
</tr>
<tr>
<td>B-P w/refl</td>
<td>40</td>
<td>188</td>
<td>171</td>
</tr>
<tr>
<td>D-Li, Pt.1</td>
<td>44</td>
<td>240</td>
<td>241</td>
</tr>
<tr>
<td>D-Li, Pt.2</td>
<td>45</td>
<td>220</td>
<td>223</td>
</tr>
<tr>
<td>Spall (Pepin)</td>
<td>51</td>
<td>81</td>
<td>89</td>
</tr>
<tr>
<td>Spall (Perlado)</td>
<td>49</td>
<td>55</td>
<td>63</td>
</tr>
<tr>
<td>T-H</td>
<td>41</td>
<td>182</td>
<td>182</td>
</tr>
<tr>
<td>14 MeV (monoenergetic)</td>
<td>41</td>
<td>293</td>
<td>265</td>
</tr>
<tr>
<td>20 MeV (monoenergetic)</td>
<td>49</td>
<td>319</td>
<td>351</td>
</tr>
</tbody>
</table>

### Table 3A

Transmutations (APPM) in Iron for 1000 Day Demo Equivalent Exposure (80 dpa iron)

<table>
<thead>
<tr>
<th>ELEMENT</th>
<th>DEMO 1st WALL</th>
<th>BEAM-PLASMA W/O REFL.</th>
<th>BEAM-PLASMA WIREFL.</th>
<th>0-Li 14 cm</th>
<th>D-Li 8.5 cm</th>
<th>T-H SPALL PEPIN</th>
<th>SPALL PERLADO</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPA</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>H</td>
<td>4880</td>
<td>7520</td>
<td>6060</td>
<td>6980</td>
<td>5840</td>
<td>2260</td>
<td>2180</td>
</tr>
<tr>
<td>H/DPA</td>
<td>61</td>
<td>94</td>
<td>76</td>
<td>87</td>
<td>73</td>
<td>28</td>
<td>27</td>
</tr>
<tr>
<td>He</td>
<td>700</td>
<td>1150</td>
<td>930</td>
<td>1210</td>
<td>1040</td>
<td>473</td>
<td>455</td>
</tr>
<tr>
<td>He/DPA</td>
<td>8.8</td>
<td>14.4</td>
<td>11.6</td>
<td>15.1</td>
<td>13</td>
<td>5.9</td>
<td>5.7</td>
</tr>
<tr>
<td>Ti</td>
<td>0.3</td>
<td>0.6</td>
<td>0.4</td>
<td>3.4</td>
<td>4.1</td>
<td>0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>V</td>
<td>109</td>
<td>92</td>
<td>86</td>
<td>110</td>
<td>110</td>
<td>56</td>
<td>76</td>
</tr>
<tr>
<td>Cr</td>
<td>932</td>
<td>1300</td>
<td>1020</td>
<td>1565</td>
<td>1410</td>
<td>1140</td>
<td>494</td>
</tr>
<tr>
<td>Mo</td>
<td>4620</td>
<td>5430</td>
<td>3570</td>
<td>6420</td>
<td>5270</td>
<td>1180</td>
<td>1710</td>
</tr>
<tr>
<td>Fe</td>
<td>61</td>
<td>70</td>
<td>61</td>
<td>62</td>
<td>62</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>co</td>
<td>10</td>
<td>0.7</td>
<td>0.9</td>
<td>0.6</td>
<td>0.6</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>Ni</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3B

Transmutations (APPM) for Molybdenum for 1000 Day Demo Equivalent Exposure (80 dpa iron)

<table>
<thead>
<tr>
<th>ELEMENT</th>
<th>DEMO 1st WALL</th>
<th>BEAM-PLASMA W/O REFL.</th>
<th>BEAM-PLASMA WIREFL.</th>
<th>D-Li 14 cm</th>
<th>D-Li 8.5 cm</th>
<th>T-H SPALL PEPIN</th>
<th>SPALL PERLADO</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPA</td>
<td>54</td>
<td>48</td>
<td>49</td>
<td>54</td>
<td>54</td>
<td>53</td>
<td>59</td>
</tr>
<tr>
<td>H</td>
<td>7440</td>
<td>3170</td>
<td>2540</td>
<td>4400</td>
<td>3840</td>
<td>780</td>
<td>1830</td>
</tr>
<tr>
<td>H/DPA</td>
<td>138</td>
<td>66</td>
<td>52</td>
<td>82</td>
<td>71</td>
<td>15</td>
<td>3.1</td>
</tr>
<tr>
<td>He</td>
<td>2100</td>
<td>888</td>
<td>711</td>
<td>809</td>
<td>706</td>
<td>192</td>
<td>296</td>
</tr>
<tr>
<td>He/DPA</td>
<td>39</td>
<td>18</td>
<td>15</td>
<td>15</td>
<td>13</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Sr</td>
<td>118</td>
<td>29</td>
<td>19</td>
<td>55</td>
<td>50</td>
<td>8</td>
<td>3.8</td>
</tr>
<tr>
<td>Y</td>
<td>1360</td>
<td>569</td>
<td>450</td>
<td>370</td>
<td>320</td>
<td>95</td>
<td>133</td>
</tr>
<tr>
<td>Zr</td>
<td>2100</td>
<td>900</td>
<td>729</td>
<td>1010</td>
<td>909</td>
<td>302</td>
<td>480</td>
</tr>
<tr>
<td>Nb</td>
<td>7510</td>
<td>3230</td>
<td>2590</td>
<td>4510</td>
<td>3870</td>
<td>534</td>
<td>1820</td>
</tr>
<tr>
<td>Mo</td>
<td>14900</td>
<td>6310</td>
<td>5740</td>
<td>2950</td>
<td>2540</td>
<td>1890</td>
<td>1680</td>
</tr>
<tr>
<td>Tc</td>
<td>15</td>
<td>6.6</td>
<td>15</td>
<td>16</td>
<td>24</td>
<td>32</td>
<td>200</td>
</tr>
<tr>
<td>Ru</td>
<td>15</td>
<td>6.6</td>
<td>15</td>
<td>16</td>
<td>24</td>
<td>32</td>
<td>200</td>
</tr>
</tbody>
</table>

**Note:** The table content includes spectral-averaged damage energy cross sections and transmutations for iron and molybdenum for various conditions and elements, with specific values provided for each entry.
small. The cross sections for Fe and Mo are essentially the same, leading to one-third fewer displacements for Mo at a given fluence if effective displacement threshold values of 40 eV and 60 eV are used for Fe and Mo, respectively.

Transmutations

The results of transmutation calculations, carried to a level of damage energy equivalent to 1000 days in DEMO (8 keV-barn or 80 dpa for Fe) for each spectrum, are summarized in Table 3. The ratios of ppm He/dpa and ppm H/dpa are included. For Mo, all sources are lower than DEMO by as much as a factor of 11. This unexpected result is apparently caused by the production of Mo-93 which has an anomalously high \((n,\alpha)\) cross section.

Hydrogen and helium production show similar trends for Fe and Mo; again the higher hydrogen production in Mo is unexpected and is traced to Mo-93. In carbon, however, we find a large increase in hydrogen production in the higher energy spectra where \((n,p)\) reaction thresholds are exceeded. Such spectral effects are, of course, element specific.

The major solid transmutation products in iron are Mn and Cr, which reflect the dominance of \((n,p)\) and \((n,\alpha)\) threshold reactions and the softness of several of the spectra. The production of Ti is anomalously high in the D-Li spectra. The production of Co is unexpectedly high in DEMO because of neutron capture in the low energy tail (although the quantity is negligible). A similar effect is seen with the production of rather large concentrations of Tc in Mo exposed to the DEMO spectrum. This illustrates the importance of careful definition of the low energy portion of the source spectra. Furthermore, this region will be sensitive to the composition of material in and near the test volume. (When such characterization is done, a further problem may be revealed with spallation spectra that range from hundreds of MeV down to eV. This is the production of nuclides by the high energy neutrons for which thermal and epithermal absorption cross sections are unknown and extremely difficult to calculate. This would create further uncertainties in transmutation rates.)

In this work, only the DEMO first wall spectrum is well characterized at low energies. No spectral detail below a few tenths MeV was provided for most of the other cases (see Table 1b).

In carbon, the high production of boron in the high energy spectra corresponds to the high production of hydrogen mentioned earlier by above-threshold neutrons.

Recoil Spectra

Some examples of calculated recoil spectra for various neutron spectra are compared in Figs. 2-6. Only the energy dependence, i.e., the shapes of the curves, is relevant; the magnitudes are quite arbitrary. The Beam-Plasma w/Reflector case (Figure 2) agrees well with DEMO above a few tenths MeV for all three elements, as would be expected. A modification of the reflector could probably increase the low energy tail to give better agreement at lower energies.

The shape of the D-Li (Point 2) recoil spectra also agree rather well with DEMO from a few tenths MeV to the upper limit of DEMO (see Figure 3 for Fe), except for a high energy deviation for carbon (Figure 4). A proper calculation for the 0-Li spectrum would extend the high energy tail to perhaps 6 MeV, but at very low magnitude. The corresponding neutron spectrum has 11% neutrons above 20 MeV, only 2% above 30 MeV.

<table>
<thead>
<tr>
<th>ELEMENT</th>
<th>DEMO 1st WALL</th>
<th>BEAM-PLASMA W/O REFL.</th>
<th>BEAM-PLASMA W/REFL.</th>
<th>D-Li 14 cm</th>
<th>D-Li 8.5 cm</th>
<th>T-H</th>
<th>SPALL. PEPI</th>
<th>SPALL. PERLADO</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPA</td>
<td>50</td>
<td>16</td>
<td>23</td>
<td>20</td>
<td>22</td>
<td>24</td>
<td>57</td>
<td>95</td>
</tr>
<tr>
<td>H</td>
<td>8.4</td>
<td>9.3</td>
<td>7.3</td>
<td>1700</td>
<td>1520</td>
<td>0.6</td>
<td>920</td>
<td>310</td>
</tr>
<tr>
<td>He</td>
<td>12100</td>
<td>21100</td>
<td>17000</td>
<td>16700</td>
<td>14000</td>
<td>5720</td>
<td>439</td>
<td>2580</td>
</tr>
<tr>
<td>He/He</td>
<td>243</td>
<td>1300</td>
<td>743</td>
<td>854</td>
<td>642</td>
<td>236</td>
<td>7</td>
<td>27</td>
</tr>
<tr>
<td>Li</td>
<td>0.8</td>
<td>1</td>
<td>0.8</td>
<td>4</td>
<td>4.2</td>
<td>1.6</td>
<td>8.9</td>
<td>6.7</td>
</tr>
<tr>
<td>Be</td>
<td>1630</td>
<td>2590</td>
<td>2130</td>
<td>2110</td>
<td>1940</td>
<td>2000</td>
<td>660</td>
<td>510</td>
</tr>
<tr>
<td>B</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1600</td>
<td>1460</td>
<td>-</td>
<td>910</td>
<td>300</td>
</tr>
<tr>
<td>C</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3C

Transmutations (appm) in Carbon for 1000 Day Demo Equivalent Exposure (EO dpa iron)
FIGURE 2. Comparison of the Iron PKA Spectrum for the Beam-Plasma Source (with Al reflector) with that for the DEMO First Wall.

FIGURE 3. Comparison of the Iron PKA Spectrum for the 0-Li Source (pt. 2 at 8.5 cm) with that for the DEMO First Wall.
To help illustrate the energy dependence, recoil spectra for monoenergetic neutrons at 14 and 20 MeV are compared in Figure 5. From a damage simulation perspective, the main difference is the 2-3 MeV recoils that are present only in the 20 MeV case. But these constitute less than 0.1% of the total number of recoils and account for only a few tenths percent of the displacements.

We are unable to make good comparisons of spallation recoil spectra at this time, as explained above. The result of a SPECTER calculation for Fe for Pepin's spectrum, ignoring neutrons above 20 MeV, is shown in Figure 6. The recoil spectra for Fe and Mo decrease more rapidly with energy than the DEMO spectra. The agreement is somewhat better for C.

The T-H case also agrees well with DEMO above 0.4 MeV. At lower energies, it decreases with decreasing energy much faster than DEMO.

INTERIM CONCLUSIONS

It is no surprise to find that the beam-plasma source promises the best simulation of a D-T reactor. Large discrepancies with certain DEMO transmutation rates may exist, however, depending on the shape of the very low energy end of the neutron spectrum. Of course, first wall spectra vary also, depending on the choice of coolant and blanket materials, which suggests that a range of reference spectra might be appropriate for future calculations.

All candidate spectra need better definition at low energies.

While only three elements have been examined (the transmutation calculations are presently being extended to other elements), some interesting discrepancies among transmutation rates in the various sources have been revealed, emphasizing that these comparisons may be very element specific.

For this comparative study, it is important to determine which region of the neutron spectrum is producing a particular transmutation product.

Both of the specific spallation spectra studied are too soft to provide the high gas production rates required of an IFMIF; harder spectra can be obtained, however, from a spallation source.

RECOMMENDATIONS

1. It is important to determine whether either of the spallation spectra used here are representative of those expected from a well-defined spallation neutron irradiation facility. It remains to be seen whether an appropriate compromise exists between an overly hard spectrum, producing unwanted spallation products, and an overly soft spectrum that produces too little of the desired transmutation products.

2. The inadequate treatment of neutrons above 20 MeV, including the lack of evaluated nuclear data in this region, is the most obvious shortcoming of the present calculations. If a spallation source is to be evaluated, calculations with the HETC code\(^\text{12}\) (or equivalent) are needed. Transmutation calculations need to be tested. Some relevant experiments at LAMPF have been performed by a PSJ/Ris\(\text{a}^+\)/LAMPF collaboration and analyses are in progress. These results, and earlier results obtained in an ANL/LAMPF collaboration, should be compared with concentrations predicted by a state-of-the-art code.

3. While such a code would be applied to D-Li spectra also, it is not considered essential. More important is to make sure that current knowledge of cross sections in the 20 to 40 MeV range is incorporated into NUJOY (or equivalent), and any important missing data is supplied by calculation or experiment.

4. Better definition of candidate IFMIF neutron source spectra is needed in the thermal and epithermal region if meaningful transmutation calculations are to be made.

5. More realistic beam-plasma spectra are needed, although it seems clear that such a source can satisfactorily mimic neutron environments in a D-T reactor.

6. A decision on the feasibility of a T-H source is needed to justify continued inclusion of this interesting concept in these comparative studies. If positive, more rigorous spectra are needed.

7. A range of reference fusion reactor spectra should be considered to allow for different cooling and blanket materials.

8. A small international working group should be established to pursue source characterizations/comparisons. This group would be concerned with the spectral definition phase through the calculation of various damage parameters. It should include those responsible for neutronics calculations for each candidate source, and specialists on nuclear data, damage parameters, code verification, and reactor experimentation.
FIGURE 4. Comparison of the Carbon PKA Spectrum for the D-Li Source (pt. 2 at 8.5 cm) with that for the DEMO First Wall.

FIGURE 5. Comparison of Iron PKA Spectra for 14 and 20 MeV Monoenergetic Neutrons
FUTURE WORK

The IEA is currently establishing an international working group to continue this work. The scope will include the definition of potential IMFIF experiments and specimen matrices to aid in the further development of IFMIF concepts.
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NEUTRON WSIMETRY AND DAMAGE CALCULATIONS FOR THE ORR-MFE6J EXPERIMENT - L. R. Greenwood and D. V. Steidl
(Argonne National Laboratory)

OBJECTIVE

To provide dosimetry and damage analysis for fusion reactor materials irradiation experiments.

SUMMARY

Neutron fluence measurements and damage calculations have been completed for the joint U.S.-Japanese MFE 65 experiment in the Oak Ridge Research Reactor. Specimens were irradiated from June 28, 1983 to March 26, 1987 (475 full power days) in position C7 at temperatures of 60 and 200°C. The average neutron fluence was 2.40x10^22 n/cm^2 (8.8x10^21 >0.1 MeV) resulting in 6.9 dpa and 75 appm helium in 316 stainless steel. Radial fluence and damage gradients of ±10% were determined across the assembly.

PROGRESS AND STATUS

The MFE-6J and 7J,1,2 experiments were designed to use the spectral tailoring technique developed for the MFE-4A/4B irradiations in ORR. The dual irradiations were designed to test structural alloys and a wide variety of research alloys at temperatures of 60 and 200°C in 6J and at 300 and 400°C in 75. The spectral tailoring technique was designed to start with a water filled core piece, switch to a solid aluminum core piece, and finally to add a hafnium liner. This procedure is designed to produce the desired fusion ratio of helium to displacement damage in stainless steel. Only the first phase of the experiment was completed due to the closure of ORR in March 1987. The net exposure was 341.806 MWD or 475 full power days at 30 MW.

Six dosimetry tubes were included in the assembly, four in the outer 60°C region and two in the north and south sides of the inner 200°C region. Each stainless steel dosimetry tube measured 8.5" long by 1/16" OD. and contained wires of Fe (9 mil), Ti (10 mil), and 0.1% Co-A1 alloy (20 mil). The 60°C tubes were opened and the wires removed in a hot cell. Each wire was then segmented into nine pieces each measuring about 7/8" in length. These segments were then weighed and gamma counted.

Due to the long decay times before receipt of the samples, we were only able to detect 46Sc, 54Mn, and 60Co activities. For the 200°C samples, even the 46Sc was difficult to detect resulting in unusually large statistical uncertainties between 2 and 5%. The activation rates were calculated by correcting the counting data for decay during and after irradiation and for gamma self absorption and neutron burnup (<5%). The corrected activation rates are listed in Table I. The results are typically accurate to 2%, except for the 200°C 46Sc results, as noted.

The 54Fe(n,p)54Mn results are plotted as a function of height in figure 1. As can be seen, all of the wires show a similar dependence of activity on the height with the maximum flux position at about -7 cm below midplane, as expected due to the fuel distribution in ORR. These longitudinal flux gradients are rather small with a maximum difference of about 15% between midplane and the bottom ends of the wires. These gradients are well-described by the equation:

\[ A(x) = A(0) (1 + bx + cx^2) \]

where A is the activity at height x (cm), b = -1.02x10^{-2}, and c = 7.61x10^{-4}. However, there is also a radial flux gradient, as noted by the compass directions on figure 1. The maximum radial flux difference is about 20%, decreasing from north to south across the assembly. The measured activities are similar to those measured for the MFE 75 experiment2 as well as for the previous test of the 6J design4 in position C7.

Average, midplane activation rates were used to determine the average neutron fluences, as listed in Table II. The SPECTER5 computer code was then used to determine the damage parameters listed in Table III. Equation (1) can be used to determine the fluence and damage levels at other heights in the assembly. However, the radial gradients must also be considered. There is no radial effect in the east-west direction across the assembly; however, the fluence and damage rates increase up to 10% going towards the north and decrease up to 10% going towards the south. Since the helium production in nickel is not linear with the fluence, Table IV lists average damage and helium production in 316 stainless steel separately.

The CTR 53 and 54 irradiations were initiated only one month before the suspension of HFIR operations on November 14, 1986. The net exposure was thus only one 22 day cycle resulting in 2026 MWD or 20.26 full power days. The assemblies were irradiated in positions A1 and A4 of the Peripheral Target Position. Similar irradiations in the PTP have been reported previously1,2.

Table I. - Measured Activation Rates for ORR-MFE 6J
(Values normalized to 30 MW: accuracy ±2%, unless noted)

<table>
<thead>
<tr>
<th>Height, cm$^3$</th>
<th>$^{59}$Co$(n,\gamma)^{60}$Co</th>
<th>$^{54}$Fe$(n,p)^{54}$Mn</th>
<th>$^{46}$Ti$(n,p)^{46}$Sc</th>
</tr>
</thead>
<tbody>
<tr>
<td>+0.8</td>
<td>6.14 (x10^-9)</td>
<td>1.28 (x10^-11)</td>
<td>1.69</td>
</tr>
<tr>
<td>-1.4</td>
<td>6.38 (x10^-9)</td>
<td>1.30 (x10^-11)</td>
<td>1.74</td>
</tr>
<tr>
<td>-3.6</td>
<td>6.37 (x10^-9)</td>
<td>1.30 (x10^-11)</td>
<td>1.73</td>
</tr>
<tr>
<td>-5.9</td>
<td>6.49 (x10^-9)</td>
<td>1.32 (x10^-11)</td>
<td>1.77</td>
</tr>
<tr>
<td>-8.1</td>
<td>6.32 (x10^-9)</td>
<td>1.33 (x10^-11)</td>
<td>1.74</td>
</tr>
<tr>
<td>-10.3</td>
<td>6.39 (x10^-9)</td>
<td>1.32 (x10^-11)</td>
<td>1.73</td>
</tr>
<tr>
<td>-12.5</td>
<td>6.08 (x10^-9)</td>
<td>1.29 (x10^-11)</td>
<td>1.63</td>
</tr>
<tr>
<td>-14.8</td>
<td>5.75 (x10^-9)</td>
<td>1.25 (x10^-11)</td>
<td>1.62</td>
</tr>
<tr>
<td>-17.0</td>
<td>5.37 (x10^-9)</td>
<td>1.16 (x10^-11)</td>
<td>1.51</td>
</tr>
</tbody>
</table>

60°C-South:
| +0.8          | 5.20 (x10^-9)  | 1.13 (x10^-11) | 1.48            |
| -1.4          | 5.37 (x10^-9)  | 1.14 (x10^-11) | 1.50            |
| -3.6          | 5.33 (x10^-9)  | 1.17 (x10^-11) | 1.50            |
| -5.9          | 5.44 (x10^-9)  | 1.16 (x10^-11) | 1.50            |
| -8.1          | 5.45 (x10^-9)  | 1.17 (x10^-11) | 1.52            |
| -10.3         | 5.39 (x10^-9)  | 1.17 (x10^-11) | 1.48            |
| -12.5         | 5.16 (x10^-9)  | 1.14 (x10^-11) | 1.44            |
| -14.8         | 4.98 (x10^-9)  | 1.09 (x10^-11) | 1.41            |
| -17.0         | 4.66 (x10^-9)  | 1.04 (x10^-11) | 1.32            |

60°C-North:
| +0.8          | 5.75 (x10^-9)  | 1.33 (x10^-11) | 1.74            |
| -1.4          | 5.91 (x10^-9)  | 1.38 (x10^-11) | 1.81            |
| -3.6          | 5.78 (x10^-9)  | 1.40 (x10^-11) | 1.84            |
| -5.9          | 5.98 (x10^-9)  | 1.40 (x10^-11) | 1.84            |
| -8.1          | 5.99 (x10^-9)  | 1.40 (x10^-11) | 1.84            |
| -10.3         | 5.92 (x10^-9)  | 1.37 (x10^-11) | 1.82            |
| -12.5         | 5.63 (x10^-9)  | 1.34 (x10^-11) | 1.78            |
| -14.8         | 5.39 (x10^-9)  | 1.27 (x10^-11) | 1.69            |
| -17.0         | 5.15 (x10^-9)  | 1.24 (x10^-11) | 1.66            |

60°C-East:
| +0.8          | 5.63 (x10^-9)  | 1.27 (x10^-11) | 1.67            |
| -1.4          | 5.82 (x10^-9)  | 1.30 (x10^-11) | 1.67            |
| -3.6          | 5.87 (x10^-9)  | 1.33 (x10^-11) | 1.73            |
| -5.9          | 5.94 (x10^-9)  | 1.31 (x10^-11) | 1.70            |
| -8.1          | 5.82 (x10^-9)  | 1.30 (x10^-11) | 1.71            |
| -10.3         | 5.86 (x10^-9)  | 1.27 (x10^-11) | 1.66            |
| -12.5         | 5.53 (x10^-9)  | 1.24 (x10^-11) | 1.65            |
| -14.8         | 4.85 (x10^-9)  | 1.14 (x10^-11) | 1.53            |
| -17.0         |                 |                 | 1.46            |
Table I. Measured Activation Rates for ORR-MFE 6J (Continued)  
(Values normalized to 30 MW; accuracy ±2%, unless noted)

<table>
<thead>
<tr>
<th>Height, cm²</th>
<th>$^{59}$Co(n,γ)$^{60}$Co (x10⁻⁹)</th>
<th>$^{54}$Fe(n,p)$^{54}$Mn (x10⁻¹⁰)</th>
<th>$^{46}$Ti(n,p)$^{46}$Sc (x10⁻¹²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200°C-North:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+0.8</td>
<td>1.26</td>
<td>1.55</td>
<td>2.5</td>
</tr>
<tr>
<td>-1.4</td>
<td>5.51</td>
<td>1.30</td>
<td>1.75</td>
</tr>
<tr>
<td>-3.6</td>
<td>5.61</td>
<td>1.30</td>
<td>1.70</td>
</tr>
<tr>
<td>-5.9</td>
<td>5.71</td>
<td>1.33</td>
<td>1.63</td>
</tr>
<tr>
<td>-8.1</td>
<td>5.74</td>
<td>1.31</td>
<td>1.75</td>
</tr>
<tr>
<td>-10.3</td>
<td>5.68</td>
<td>1.32</td>
<td>1.66</td>
</tr>
<tr>
<td>-12.5</td>
<td>5.64</td>
<td>1.32</td>
<td>1.71</td>
</tr>
<tr>
<td>-14.8</td>
<td>5.41</td>
<td>1.26</td>
<td>1.73</td>
</tr>
<tr>
<td>-17.0</td>
<td>5.10</td>
<td>1.20</td>
<td>1.53</td>
</tr>
<tr>
<td>200°C-South:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+0.8</td>
<td>5.21</td>
<td>1.16</td>
<td>1.48</td>
</tr>
<tr>
<td>-1.4</td>
<td>5.23</td>
<td>1.20</td>
<td>1.54</td>
</tr>
<tr>
<td>-3.6</td>
<td>5.05</td>
<td>1.20</td>
<td>1.54</td>
</tr>
<tr>
<td>-5.9</td>
<td>5.37</td>
<td>1.24</td>
<td>1.56</td>
</tr>
<tr>
<td>-8.1</td>
<td>5.33</td>
<td>1.24</td>
<td>1.58</td>
</tr>
<tr>
<td>-10.3</td>
<td>5.19</td>
<td>1.21</td>
<td>1.56</td>
</tr>
<tr>
<td>-12.5</td>
<td>5.03</td>
<td>1.18</td>
<td>1.46</td>
</tr>
<tr>
<td>-14.8</td>
<td>4.82</td>
<td>1.13</td>
<td>1.48</td>
</tr>
<tr>
<td>-17.0</td>
<td>4.46</td>
<td>1.07</td>
<td>1.40</td>
</tr>
</tbody>
</table>

Table II. Neutron Fluences for ORR-MFE 6J  
(Radial average of maximum at -7 cm below midplane)

<table>
<thead>
<tr>
<th>Energy, MeV</th>
<th>Fluence (x10²¹ n/cm²)</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>24.0</td>
<td>8.7</td>
</tr>
<tr>
<td>Thermal (&lt;.5 eV)</td>
<td>6.71</td>
<td>7.1</td>
</tr>
<tr>
<td>&gt;0.1 MeV</td>
<td>8.76</td>
<td>11.4</td>
</tr>
<tr>
<td>&gt;1.0 MeV</td>
<td>4.84</td>
<td>12.4</td>
</tr>
</tbody>
</table>

Table III. Damage Parameters for ORR-MFE 6J  
(Radial average of maximum at -7 cm below midplane)

<table>
<thead>
<tr>
<th>Element</th>
<th>DPA</th>
<th>Helium, appm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>11.8</td>
<td>5.3</td>
</tr>
<tr>
<td>Ti</td>
<td>7.5</td>
<td>4.1</td>
</tr>
<tr>
<td>V</td>
<td>0.8</td>
<td>0.19</td>
</tr>
<tr>
<td>Cr</td>
<td>7.5</td>
<td>1.3</td>
</tr>
<tr>
<td>Mn</td>
<td>7.9</td>
<td>1.1</td>
</tr>
<tr>
<td>Fe</td>
<td>6.6</td>
<td>2.3</td>
</tr>
<tr>
<td>Co</td>
<td>7.5</td>
<td>1.1</td>
</tr>
<tr>
<td>Ni</td>
<td>7.0</td>
<td>33.0</td>
</tr>
<tr>
<td>316SSa</td>
<td>6.9</td>
<td>75.0</td>
</tr>
</tbody>
</table>

₃16SS: Fe(.645), Ni(.13), Co(.18), Mn(.019), Mo(.026)
Table IV. Average Damage Gradients for 316 SS for ORR-MFE 6J (OPA includes both fast and thermal effects)

<table>
<thead>
<tr>
<th>Height (cm)</th>
<th>DPA</th>
<th>Helium. atom</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.7</td>
<td>71.</td>
</tr>
<tr>
<td>-4</td>
<td>6.9</td>
<td>75.</td>
</tr>
<tr>
<td>-8</td>
<td>6.9</td>
<td>75.</td>
</tr>
<tr>
<td>-12</td>
<td>6.8</td>
<td>73.</td>
</tr>
<tr>
<td>-16</td>
<td>6.5</td>
<td>67.</td>
</tr>
<tr>
<td>-20</td>
<td>6.0</td>
<td>59.</td>
</tr>
<tr>
<td>-24</td>
<td>5.4</td>
<td>49.</td>
</tr>
</tbody>
</table>

Dosimetry packages were inserted at eight heights in each assembly, as listed in Table V. Each aluminum package measured 6.4 mm long by 1.3 mm o.d. and contained small wires of Fe, Ti, Nb, 0.1% Co-AI, and 80.2% Mn. Each wire was separately gamma counted and the measured activities are listed in Table V. The net uncertainties are typically ±2% except for 46Sc, due to the unusually long decay time prior to receipt of the samples.

These runs were the first where we included Nb dosimeters. The $93_{\text{Nb}}(n,\gamma)94_{\text{Nb}}$ (20,300 y) reaction results are included in Table V. Work is in progress to measure the $93_{\text{Nb}}(n,\gamma)94_{\text{Nb}}$ (16 y) reaction, which is of special interest due to the low energy threshold and long half-life. Thin samples are being prepared for x-ray counting. Absolute counting efficiencies have been determined using the NIST standard reference material (SRM-4267). The data will be used to help adjust the neutron cross sections so that this reaction can be used for routine dosimetry applications.

As can be seen from Table V, the activity results for runs 53 and 54 are nearly identical. The activity gradients with height are very nearly centered at midplane and are well-described by the equation:

$$F(x) = F(0) \left( 1 - 1.02 \times 10^{-4} x^2 \right)$$

(1)

where $F$ is the activity at height $x$ (cm) and $F(0)$ is the maximum value at midplane. This equation also describes fluence and damage parameter gradients (except for the non-linear reactions with nickel) using midplane values which are given in later tables.

Table V. Activity Measurements for HFIR-CTR-53/54 Experiments (Values in atom/atom-s at 100 MW; ±2% unless noted)

<table>
<thead>
<tr>
<th>Height (cm)</th>
<th>$^{59}\text{Co}(n,\gamma)$</th>
<th>$^{60}\text{Co}$</th>
<th>$^{54}\text{Fe}(n,p)$</th>
<th>$^{54}\text{Mn}$</th>
<th>$^{55}\text{Mn}(n,2n)$</th>
<th>$^{54}\text{Mn}$</th>
<th>$^{46}\text{Ti}(n,p)$</th>
<th>$^{46}\text{Sc}$</th>
<th>$^{93}\text{Nb}(n,\gamma)$</th>
<th>$^{94}\text{Nb}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.8</td>
<td>4.28</td>
<td>5.14</td>
<td>1.55</td>
<td>6.94(8)</td>
<td>1.85</td>
<td>1.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.5</td>
<td>5.23</td>
<td>6.67</td>
<td>1.96</td>
<td>9.54(6)</td>
<td>2.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3</td>
<td>6.14</td>
<td>7.34</td>
<td>2.10</td>
<td>9.48(6)</td>
<td>2.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>6.45</td>
<td>7.61</td>
<td>2.34</td>
<td>10.24(8)</td>
<td>2.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-3.1</td>
<td>6.83</td>
<td>7.17</td>
<td>2.15</td>
<td>9.56(7)</td>
<td>2.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-9.4</td>
<td>6.02</td>
<td>6.45</td>
<td>1.92</td>
<td>8.28(6)</td>
<td>2.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-15.6</td>
<td>4.78</td>
<td>5.71</td>
<td>1.71</td>
<td>7.62(9)</td>
<td>2.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-21.9</td>
<td>3.48</td>
<td>4.07</td>
<td>1.19</td>
<td>5.28(11)</td>
<td>1.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-3.76</td>
<td>3.50</td>
<td>1.15</td>
<td>4.85(9)</td>
<td>1.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Since the two runs were nearly identical, the activity results were averaged and then used to adjust
the neutron spectrum and to calculate damage parameters, using the SPECTER computer code.\textsuperscript{3} Neutron fluence
values are listed in Table VI and damage parameters in Table VII. Due to the non-linear behavior of damage
in nickel and 316 stainless steel, these gradients are listed separately in Table VIII.

<table>
<thead>
<tr>
<th>Energy Range, MeV</th>
<th>Fluence</th>
<th>Uncertainty, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>8.35</td>
<td>6</td>
</tr>
<tr>
<td>Thermal, &lt;0.5 eV</td>
<td>3.37</td>
<td>6</td>
</tr>
<tr>
<td>0.5 eV - 0.11 MeV</td>
<td>2.69</td>
<td>10</td>
</tr>
<tr>
<td>&gt;0.11 MeV</td>
<td>2.30</td>
<td>9</td>
</tr>
</tbody>
</table>

Table VII. Damage Parameters for HFIR-CTR 53/54
(Values at midplane; for gradients use Eq. 1)

<table>
<thead>
<tr>
<th>Element</th>
<th>DPA</th>
<th>Helium, appm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td>1.94</td>
<td>1.01</td>
</tr>
<tr>
<td>V</td>
<td>2.17</td>
<td>0.05</td>
</tr>
<tr>
<td>Cr</td>
<td>1.92</td>
<td>0.34</td>
</tr>
<tr>
<td>Mn\textsuperscript{a}</td>
<td>2.10</td>
<td>0.30</td>
</tr>
<tr>
<td>Fe</td>
<td>1.70</td>
<td>0.61</td>
</tr>
<tr>
<td>Co\textsuperscript{a}</td>
<td>2.10</td>
<td>0.30</td>
</tr>
<tr>
<td>Ni</td>
<td>1.82</td>
<td>8.17</td>
</tr>
<tr>
<td>Cu</td>
<td>1.65</td>
<td>0.54</td>
</tr>
<tr>
<td>Nb</td>
<td>1.64</td>
<td>0.11</td>
</tr>
<tr>
<td>Mo</td>
<td>1.21</td>
<td></td>
</tr>
<tr>
<td>316SS\textsuperscript{b}</td>
<td>1.78</td>
<td>20.4</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Thermal neutron self-shielding may reduce damage.
\textsuperscript{b} 316SS: Fe(0.645), Ni(0.13), Cr(0.18), Mn(0.019), Mo(0.026).

Table VIII. 316 Damage Parameters for HFIR-CTR 53/54
(Helium values include fast and thermal effect)
(dpa values include extra thermal effect (He/567))

<table>
<thead>
<tr>
<th>Height, cm</th>
<th>Helium, appm</th>
<th>dpa</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20.4</td>
<td>1.78</td>
</tr>
<tr>
<td>3</td>
<td>20.1</td>
<td>1.77</td>
</tr>
<tr>
<td>6</td>
<td>19.1</td>
<td>1.72</td>
</tr>
<tr>
<td>9</td>
<td>17.5</td>
<td>1.64</td>
</tr>
<tr>
<td>12</td>
<td>15.5</td>
<td>1.53</td>
</tr>
<tr>
<td>15</td>
<td>12.9</td>
<td>1.39</td>
</tr>
<tr>
<td>18</td>
<td>10.2</td>
<td>1.21</td>
</tr>
<tr>
<td>21</td>
<td>7.3</td>
<td>1.01</td>
</tr>
<tr>
<td>24</td>
<td>4.5</td>
<td>0.78</td>
</tr>
</tbody>
</table>
Figure 1. Activity gradients for the $^{54}\text{Fe}(n,p)^{54}\text{Mn}$ reaction at the six positions in the MFE6J experiment.
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OBJECTIVE

To provide dosimetry and damage analysis for fusion reactor materials irradiation experiments.

SUMMARY

Neutron fluence measurements and radiation damage calculations have been completed for the CTR 53 and 54 experiments in the High Flux Isotopes Reactor at Oak Ridge National Laboratory. Both irradiations were started on October 25, 1986 and only lasted one cycle due to the suspension of HFIR operations. The net exposure was 2026 MWD resulting in a neutron fluence of $8.4 \times 10^{21} \text{n/cm}^2$ ($2.3 \times 10^{21}$ above 0.1 MeV) with damage production of only 1.8 dpa and 20 appm helium in 316 stainless steel.

PROGRESS AND STATUS

The CTR 53 and 54 irradiations were initiated only one month before the suspension of HFIR operations on November 14, 1986. The net exposure was thus only one 22 day cycle resulting in 2026 MWD or 20.26 full power days. The assemblies were irradiated in positions A1 and A4 of the Peripheral Target Position. Similar irradiations in the PTP have been reported previously. Dosimetry packages were inserted at eight heights in each assembly, as listed in Table 1. Each aluminum package measured 6.4 mm long by 1.3 mm o.d. and contained small wires of Fe, Ti, Nb, 0.1%Co-Al, and 80.2%Mn-Cu. Each wire was separately counted and the measured activities are listed in Table 1. The net uncertainties are typically ±2% except for $^{46}$Sc, due to the unusually long decay time prior to receipt of the samples.

These runs were the first where we included Nb dosimeters. The $^{93}$Nb(n,$\gamma$)$^{94}$Nb ($20,300 \text{ y}$) reaction results are included in Table 1. Work is in progress to measure the $^{93}$Nb(n,$n'$)$^{93}$Nb (16 y) reaction, which is of special interest due to the low energy threshold and long halflife. Thin samples are being prepared for x-ray counting. Absolute counting efficiencies have been determined using the NIST standard reference material (SRM-4267). The data will be used to help adjust the neutron cross sections so that this reaction can be used for routine dosimetry applications.

<table>
<thead>
<tr>
<th>Height (cm)</th>
<th>$^{59}$Co(n,$\gamma$)$^{60}$Co</th>
<th>$^{54}$Fe(n,p)$^{54}$Mn</th>
<th>$^{55}$Mn(n,2,$\alpha$)$^{54}$Mn</th>
<th>$^{46}$Ti(n,p)$^{46}$Sc</th>
<th>$^{93}$Nb(n,$\gamma$)$^{94}$Nb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(x10^-6)</td>
<td>(x10^-11)</td>
<td>(x10^-13)</td>
<td>(x10^-12)</td>
<td>(x10^-9)</td>
</tr>
<tr>
<td>18.8</td>
<td>4.28</td>
<td>5.14</td>
<td>1.55</td>
<td>6.94(8)</td>
<td>1.85</td>
</tr>
<tr>
<td></td>
<td>4.51</td>
<td>4.79</td>
<td>1.40</td>
<td>5.78(6)</td>
<td>1.94</td>
</tr>
<tr>
<td>12.5</td>
<td>5.23</td>
<td>6.67</td>
<td>1.96</td>
<td>9.54(6)</td>
<td>2.44</td>
</tr>
<tr>
<td></td>
<td>5.44</td>
<td>6.20</td>
<td>1.87</td>
<td>8.46(4)</td>
<td>2.76</td>
</tr>
<tr>
<td>6.3</td>
<td>6.14</td>
<td>7.34</td>
<td>2.10</td>
<td>9.48(6)</td>
<td>2.88</td>
</tr>
<tr>
<td></td>
<td>6.67</td>
<td>7.06</td>
<td>2.04</td>
<td>9.75(6)</td>
<td>2.88</td>
</tr>
<tr>
<td>0.0</td>
<td>6.45</td>
<td>7.87</td>
<td>2.34</td>
<td>10.24(8)</td>
<td>2.85</td>
</tr>
<tr>
<td></td>
<td>6.54</td>
<td>7.61</td>
<td>2.22</td>
<td>11.05(7)</td>
<td>2.90</td>
</tr>
<tr>
<td>-3.1</td>
<td>6.83</td>
<td>7.17</td>
<td>2.15</td>
<td>9.56(7)</td>
<td>2.91</td>
</tr>
<tr>
<td></td>
<td>6.81</td>
<td>7.30</td>
<td>2.18</td>
<td>9.78(5)</td>
<td>2.84</td>
</tr>
<tr>
<td>-9.4</td>
<td>6.02</td>
<td>6.45</td>
<td>1.92</td>
<td>8.28(6)</td>
<td>2.59</td>
</tr>
<tr>
<td></td>
<td>5.75</td>
<td>7.00</td>
<td>2.05</td>
<td>9.93(5)</td>
<td>2.51</td>
</tr>
<tr>
<td>-15.6</td>
<td>4.78</td>
<td>5.71</td>
<td>1.71</td>
<td>7.62(9)</td>
<td>2.03</td>
</tr>
<tr>
<td></td>
<td>4.86</td>
<td>5.48</td>
<td>1.59</td>
<td>7.39(6)</td>
<td>2.16</td>
</tr>
<tr>
<td>-21.9</td>
<td>3.48</td>
<td>4.07</td>
<td>1.19</td>
<td>5.28(11)</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td>3.76</td>
<td>3.50</td>
<td>1.15</td>
<td>4.85(9)</td>
<td>1.54</td>
</tr>
</tbody>
</table>

Table 1. Activity Measurements for HFIR-CTR-53/54 Experiments
(Values in atom/atom-s at 100 MW: ±2% unless noted)

As can be seen from Table 1, the activity results for runs 53 and 54 are nearly identical. The activity gradients with height are very nearly centered at midplane and are well-described by the equation:

\[ F(x) = F(0) \left( 1 - 1.02 \times 10^{-4} x^2 \right) \]  

(1)

where \( F \) is the activity at height \( x \) (cm) and \( F(0) \) is the maximum value at midplane. This equation also describes fluence and damage parameter gradients (except for the non-linear reactions with nickel) using midplane values which are given in later tables. Since the two runs were nearly identical, the activity results were averaged and then used to adjust the neutron spectrum and to calculate damage parameters, using the SPECTER computer code. Neutron fluence values are listed in Table 2 and damage parameters in Table 3. Due to the non-linear behavior of damage in nickel and 316 stainless steel, these gradients are listed separately in Table 4.

FUTURE WORK

All dosimetry has now been completed for irradiations in HFIR prior to suspension of operations in November 1986. New dosimeters are being fabricated for the CTR 60/61 irradiations and the JP 9-16, 605, and 3305 experiments are expected to begin when HFIR resumes operations at 85 MW by April 1990.

Table 2. Neutron Fluences for HFIR-CTR-53/54 Experiments
\( (x \times 10^{21} \text{ n/cm}^2 \text{ at midplane: for gradients use equation 1}) \)

<table>
<thead>
<tr>
<th>Energy Range, MeV</th>
<th>Fluence</th>
<th>Uncertainty, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>8.35</td>
<td>6</td>
</tr>
<tr>
<td>Thermal, (&lt;0.5 \text{ eV})</td>
<td>3.37</td>
<td>6</td>
</tr>
<tr>
<td>0.5 \text{ eV} - 0.11 MeV</td>
<td>2.69</td>
<td>10</td>
</tr>
<tr>
<td>(&gt;0.11 \text{ MeV})</td>
<td>2.30</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 3. Damage Parameters for HFIR-CTR 53/54
(Values at midplane: for gradients use equation 1)

<table>
<thead>
<tr>
<th>Element</th>
<th>dpa</th>
<th>Helium, appm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>3.04</td>
<td>1.49</td>
</tr>
<tr>
<td>Ti</td>
<td>1.94</td>
<td>1.01</td>
</tr>
<tr>
<td>V</td>
<td>2.17</td>
<td>0.05</td>
</tr>
<tr>
<td>Cr</td>
<td>1.92</td>
<td>0.34</td>
</tr>
<tr>
<td>Mn(^a)</td>
<td>2.10</td>
<td>0.30</td>
</tr>
<tr>
<td>Fe</td>
<td>1.70</td>
<td>0.61</td>
</tr>
<tr>
<td>Co(^b)</td>
<td>2.10</td>
<td>0.30</td>
</tr>
<tr>
<td>Ni</td>
<td>1.82</td>
<td>8.17</td>
</tr>
<tr>
<td>Cu</td>
<td>1.65</td>
<td>0.54</td>
</tr>
<tr>
<td>Nd</td>
<td>1.64</td>
<td>0.11</td>
</tr>
<tr>
<td>Mo</td>
<td>1.21</td>
<td>-</td>
</tr>
<tr>
<td>316SS(^b)</td>
<td>1.78</td>
<td>20.4</td>
</tr>
</tbody>
</table>

\(^a\) Thermal neutron self-shielding may reduce damage.
\(^b\) 316SS: Fe(0.645), Ni(0.13), Cr(0.18), Mn(0.019), Mo(0.026).
Table 4. 316 Damage Parameters for HFIR-CTR 53/54
(Helium values include fast and thermal effect)
(dpa values include extra thermal effect (He/567))

<table>
<thead>
<tr>
<th>Height, cm</th>
<th>Helium, appm</th>
<th>dpa</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20.4</td>
<td>1.78</td>
</tr>
<tr>
<td>3</td>
<td>20.1</td>
<td>1.77</td>
</tr>
<tr>
<td>6</td>
<td>19.1</td>
<td>1.72</td>
</tr>
<tr>
<td>9</td>
<td>17.5</td>
<td>1.64</td>
</tr>
<tr>
<td>12</td>
<td>15.5</td>
<td>1.53</td>
</tr>
<tr>
<td>15</td>
<td>12.9</td>
<td>1.39</td>
</tr>
<tr>
<td>18</td>
<td>10.2</td>
<td>1.21</td>
</tr>
<tr>
<td>21</td>
<td>7.3</td>
<td>1.01</td>
</tr>
<tr>
<td>24</td>
<td>4.5</td>
<td>0.78</td>
</tr>
</tbody>
</table>
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3. MATERIALS ENGINEERING AND DESIGN REQUIREMENTS

No contributions.
4. FUNDAMENTAL MECHANICAL BEHAVIOR
OBJECTIVE

To obtain fundamental information on the interaction between dislocations and defect clusters in neutron-irradiated metals.

SUMMARY

Defect cluster formation in 14-MeV neutron-irradiated polycrystalline copper has been observed by transmission electron microscopy (TEM) and correlated with the increase in yield stress. The measurements indicate that the radiation hardening component of the yield strength in polycrystals is not directly additive to the unirradiated yield strength. A transitional behavior was observed for radiation hardening at low fluences, which produces an anomalous variation of the defect cluster barrier strength with fluence. The behavior is attributed to the effect of grain boundaries on slip band transmission. An upper limit for the room temperature barrier strength of defect clusters in neutron-irradiated copper was determined to be $a = 0.23$.

PROGRESS AND STATUS

Introduction

The study of neutron irradiation damage at a very low fluence provides useful insight into the formation and properties of defect clusters. Recent studies of 14-MeV neutron irradiated metals such as copper have shown that the number density of point defect clusters changes from a linear dependence on neutron fluence to a one-half power dependence as the fluence increases.$^{1-4}$ Mitchell$^5$ has shown that the yield stress change in 14-MeV neutron-irradiated copper abruptly increased at about $3 \times 10^{20}$ n/m$^2$. This implies that an abrupt change occurred in the microstructure and/or in the interaction between dislocations and defect clusters at this fluence.

According to conventional theory based on dispersed barrier hardening,$^6$ the change in critical resolved shear stress ($\Delta\tau$) due to defect clusters is given by

$$\Delta\tau = aub \sqrt{n}d,$$

(1)

where $a$ is a constant related to the strength of defect clusters as obstacles to dislocation motion (barrier strength), $u$ is the shear modulus (46 GPa for copper), $b = a_0/\sqrt{2}$ is the line dislocation Burgers vector, $n$ is the defect cluster density, and $d$ is the mean defect diameter. For tensile tests on polycrystals, the right-hand side of Eq. (1) must be multiplied by the Taylor factor to convert from shear to tensile stress, which is $M = 3.06$ for fcc polycrystals.$^7$ The general validity of Eq. (1) at $2.5 \times 10^{22}$ n/m$^2$ ($E > 1$ MeV) was confirmed for neutron-irradiated copper by Makin et al.$^8$

The value of the barrier strength coefficient $a$ was recently$^3$ calculated at several fluences by combining Mitchell's$^5$ tensile results with TEM$^3$ and electrical resistivity$^9$ measurements of the defect cluster size and density in 14-MeV neutron-irradiated polycrystalline copper. The results are shown in Fig. 1. The apparent value of $a$ (calculated from the individual yield stress change data points) increased steadily from 0.04 to 0.18 as the neutron fluence increased from $1 \times 10^{20}$ to $3 \times 10^{21}$ n/m$^2$.

On the other hand, a similar analysis of radiation hardening data obtained on single crystal copper using an extrapolation of the TEM results given in ref. 3 produces a constant hardening coefficient of $a = 0.22$. These results suggest that there is some intrinsic difference between the deformation behavior of single and polycrystals following neutron irradiation. Unfortunately, this comparison suffers the serious drawback that different heats of copper were used for the tensile and defect cluster measurements. In the present study, TEM observations have been made on polycrystalline specimens prepared and irradiated at the same time as the tensile test specimens$^{12,13}$ to avoid the ambiguity arising from specimen differences.
**Experimental Procedure**

Miniature sheet-type tensile specimens were prepared from pure (Marz grade) copper. The specimens were punched from 0.25 mm cold-rolled sheet, de-burred, and annealed at 723 K for 15 min in argon. The resultant grain diameter was 36 \( \mu \)m. The specimens were irradiated with 14-MeV neutrons at 363 K in the RTNS-II facility to fluences of 0.62 to 20.0 \( \times 10^{21} \) n/m\(^2\).

Tensile tests\(^{12,13}\) were performed at room temperature at a strain rate of \( 49 \times 10^{-4} \) s\(^{-1}\). Electron microscopy specimens were prepared from several tensile specimens that had not been used for the tensile tests. They were examined in a JEOL 2000FX electron microscope using weak beam dark field imaging conditions with a beam direction of \([110]\) and the 200 reflection. In order to achieve the minimal uncertainty in the number density, analysis was performed on several areas with foil thickness 0 to 100 nm, and the volume number density was determined from the slope of the line through plotted data points of areal number density vs. foil thickness. No correction was made for invisible small defects, which have the same image intensity as the background.

**Fig. 1.** Apparent barrier strength of defect clusters in 14-MeV neutron-irradiated polycrystalline copper (55 \( \mu \)m grain size). Calculations were performed using the data from refs. 3,5,10.

**Fig. 2.** Defect structures developed at 363 K in 14-MeV neutron-irradiated copper at \( 6 \times 10^{20} \) and \( 1 \times 10^{21} \) n/m\(^2\). Weak beam dark field condition \((g,6g)\), \( g = 200 \).

Results

Figure 2 shows the typical microstructure of specimens irradiated to fluences of \( 6 \times 10^{20} \) and \( 1 \times 10^{21} \) n/m\(^2\). Dislocation loops and stacking fault tetrahedra (SFT) were uniformly distributed in the matrix, with some evidence of grouped sub-cascades visible. In these specimens, about 70% of the defects were SFT and the rest were dislocation loops.

The measured number densities and mean sizes of the defect clusters are listed in Table 1. The mean size was approximately the same for all three fluences, ranging from 24 to 27 \( \mu \)m. Although only three different fluences were available for microstructural observation in the present study, the data are consistent with the established interpretation\(^{3,14}\) that the increase in the number density of defect clusters in copper is linear with the 14-MeV neutron fluence up to approximately \( 2 \times 10^{21} \) n/m\(^2\) after which it changes to a square root dependence on fluence.

The fluence-dependent increases in the 0.2% offset yield stress are shown in Fig. 3. The measured yield stress of unirradiated copper was 49 MPa. The slope of the log-log curve drawn through the two lowest fluence data points was about 0.75, which is shown as \( \tan \theta \) in the figure. From this figure, the increases in yield stress of the specimens used for electron microscopy were determined as 43, 67 and 91 MPa, respectively.

Figure 4 shows a plot of the yield stress change vs. the square root of the product of number density and mean size of defect clusters, which can be used to examine the validity of Eq. (1) for polycrystalline copper. The three
Fig. 3. Variation of the yield stress change with neutron fluence. The slope of the curve at the two lowest fluence data points is about 0.75.

The slope of the curve at the two lowest fluence data points is about 0.75. The expected slope from Eq. (1) is 0.5 since the number density of defect clusters was linear with neutron fluence (at $\phi < 2 \times 10^{21}$ n/m$^2$) and the mean size of defects was almost constant. However, when the data in Fig. 4 was extrapolated to $(Nd)^{1/2} = 0$, a negative intercept ($-22$ MPa) was obtained instead of zero. This difference is too large to be attributable to an error in the unirradiated yield stress, where the uncertainty in the measurement was less than 3 MPa.

The data points indicate a linear relation between the yield stress change and $(Nd)^{1/2}$. However, the line connecting the points does not intersect the origin of the coordinates but shows a negative value of yield stress change, $-22$ MPa, at $(Nd)^{1/2} = 0$.

Discussion

Two unexpected observations were found in the present results. First, the slope of the lower fluence hardening data in Fig. 3 was 0.75. The expected slope from Eq. (1) is 0.5 since the number density of defect clusters was linear with neutron fluence (at $\phi < 2 \times 10^{21}$ n/m$^2$) and the mean size of defects was almost constant. Second, when the data in Fig. 4 was extrapolated to $(Nd)^{1/2} = 0$, a negative intercept ($-22$ MPa) was obtained instead of zero. This difference is too large to be attributable to an error in the unirradiated yield stress, where the uncertainty in the measurement was less than 3 MPa. It can be seen immediately that the non-zero intercept of the $\Delta \sigma$ vs. $\sqrt{Nd}$ data (Fig. 4) causes the value of $a$ (calculated from the individual yield stress increases) to show an apparent dependence on fluence. From Fig. 4, the apparent barrier strength increased with fluence from $a = 0.05$ to 0.18. This anomalous fluence dependence follows the same trend as the estimates for $a$ from the previous study (Fig. 1).

The apparent variation with fluence of the defect cluster barrier strength is not expected from a theoretical basis. It might be possible to interpret that the value of $a$ in Eq. (1) could be changing over this fluence range due to a nonuniform defect distribution in the irradiated metals.

The yield stress of unirradiated polycrystals is known to be described by the Hall-Petch relation,

$$a_{irr} = a_0 + k_0 \sqrt{\bar{D}}$$

where the yield strength is inversely proportional to the square root of grain diameter $\bar{D}$. Several experimental investigations of grain size effects on radiation hardening in copper have found that the Hall-Petch relation is also obeyed following irradiation for fluences $>10^{21}$ n/m$^2$.

$$a_{irr} = a_0 + k_0 \sqrt{\bar{D}}$$

Radiation hardening studies have found that both $a_0$ and $k_0$ increase with increasing fluence.

There is experimental evidence that the rather abrupt change in yield stress with increasing fluence typically observed in low fluence tensile studies of irradiated polycrystals is due to a change in the deformation mode. The change from a cellular to a slip band-intensive deformation mode at fluences $>10^{21}$ n/m$^2$ (refs. 18–21) may produce a change in the radiation hardening behavior of polycrystals. The
post-transition ($>10^{21}$ n/m²) hardening rate in polycrystals should be higher than that observed for single crystals [Eq. (2)] since the grain boundaries limit the propagation of the slip bands. This produces a higher hardening rate of the yield stress and causes the extrapolated yield stress change at zero fluence to have a negative value (Fig. 4).

An estimate of the true barrier strength of defect clusters in neutron-irradiated copper can be obtained from the slope of the line drawn through the data points in Fig. 4. This method of analysis eliminates the transient error associated with the nonzero intercept of the extrapolated data. The calculated value obtained from the slope of the plotted data points is $a = 0.23$. This value is in general agreement with previous theoretical estimates$^{6,22,23}$ although it is significantly lower than the value proposed by Makin.$^{24}$ A similar slope analysis of the data used to obtain Fig. 1 yields a comparable value of $a = 0.25$, although this value cannot be considered as reliable due to the use of different copper specimens for the tensile and number density measurements. The polycrystal values for $a$ obtained from the slope of the radiation hardening data are an upper limit for the matrix radiation hardening since the grain size-dependent hardening rate in polycrystals is higher than that for single crystals due to the Hall-Petch effect [Eq. (2)].

Conclusions

A simple application of the dispersed barrier model to analyze the radiation hardening behavior of polycrystals produces an anomalous fluence-dependent barrier strength, which is attributed to grain boundary effects. The radiation hardening component of the yield strength is not linearly additive to the unirradiated strength due to a change in the deformation mode at $~10^{21}$ n/m² and the existence of a radiation-modified Hall-Petch grain size effect. The room temperature barrier strength of defect clusters produced in copper irradiated at 363 K with 14-MeV neutrons is $a = 0.23$.

FUTURE WORK

Transmission electron microscopy and yield strength measurements will be performed on neutron-irradiated polycrystalline copper specimens with different grain sizes. Special emphasis will be placed on analysis of the deformation structure at fluences near $10^{21}$ n/m².
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MICROSTRUCTURE-TENSILE PROPERTY CORRELATION OF 316SS IN LOW DOSE NEUTRON IRRADIATIONS - N. Yoshida (Kyushu University), H. L. Heinisch (Pacific Northwest Laboratory), T. Muroga (Kyushu University), K. Araki (Kyushu University), and M. Kiritani (Nagoya University)

OBJECTIVE

The objective of this work is to determine the effects of the neutron spectrum on radiation-induced changes in mechanical properties for metals irradiated with fission and fusion neutrons.

SUMMARY

Annealed 316SS was irradiated at 90°C and 290°C in RTNS-II and in OWR. Radiation induced microstructures were examined by transmission electron microscopy. Very small dislocation loops of extremely high density were observed in dark field images. In the case of irradiations at 90°C and 290°C in RTNS-II and 90°C in OWR, the loop density increased moderately with dpa, roughly proportional to the square root of dpa, while that of 290°C irradiation at OWR showed stronger dpa dependence above 0.003 dpa, where the yield stress change also increased strongly. The yield stress change was roughly proportional to the square root of the defect density, independent of irradiation temperature and neutron energy spectrum. The observed small dislocation loops are the origin of the yield stress change, with a strength parameter estimated to be 0.2.

PROGRESS AND STATUS

Introduction

The change in mechanical properties, such as yield stress, is caused by radiation induced lattice defects, which act as obstacles for dislocation motion. Therefore, in order to understand the physical background of radiation effects on mechanical properties, comparative studies of mechanical properties and microstructures are essential.

Many studies have focused on microstructure-tensile property correlations of neutron irradiated materials. At higher temperatures, where defect size is reasonably large, the correlation is quite good. At lower temperatures the density of observable defects is too low to account for mechanical property changes. It has been hypothesized that submicroscopic invisible defects act as obstacles of dislocation motion in these cases. Improvements in resolution and observation techniques are necessary to promote studies in this field.

Recently, Heinisch reported that tensile property changes of 316SS irradiated at 90°C with D-T fusion neutrons (RTNS-II) and fission neutrons (OWR) correspond well by using dpa as a correlation parameter. In the case of 290°C irradiations, however, the yield stress changes of OWR specimens behaved oddly, and dpa does not account for the neutron spectral differences. In order to understand these temperature and neutron energy dependencies of mechanical properties of 316SS, the role of defects in tensile property changes and their formation mechanism were studied in the present work by means of transmission electron microscopy.

EXPERIMENTAL

Annealed 316SS specimens of 0.2 mm thickness were irradiated at 90 and 290°C by fusion and fission neutrons by using RTNS-II at LLNL and OWR at LANL, respectively. The specimens are identical to those used in reference 5. Neutron fluence of RTNS-II irradiation ranged from $1.89 \times 10^{22}$ to $4.11 \times 10^{22}$ n/m$^2$, and corresponding dpa was 0.003-0.0114. That of OWR irradiation ranged from $4.49 \times 10^{22}$ to $1.39 \times 10^{23}$ n/m$^2$ (total neutrons), and corresponding dpa was 0.001-0.0319.

After electro-polishing, these specimens were observed very carefully by transmission electron microscope. In order to get optimum resolution and contrast, weak beam dark field images at the diffraction conditions of g = (200) and (g, 6g) were observed. To separate images of very small oxide grains formed on the specimen surfaces, which have a diffraction spot near (200) of 316SS, a small angle (2 to 3 degrees) stereo observation technique was used. Details of the technique will be described elsewhere. Some of the specimens were annealed isochronally (10 minutes at every 50 or 100°C) in a microscope, and the change of microstructure was observed at room temperature.

Annealed 316SS specimens were irradiated at 90 and 290°C by 1 MeV electrons in a high voltage electron microscope at the HVEM Laboratory in Kyushu University to introduce interstitial type dislocation loops.

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RL0 1830.
Experimental Results and Discussion

The micrographs in Figure 1 show dark field images of OWR and RTNS-II specimens irradiated at 290°C. A tremendous number of small white images are observed. A part of them, especially with faint contrast, are small oxides formed on the surfaces. In both cases, the density of defects increases with increasing dpa, but that of RTNS-II specimens is much lower than that of OWR specimens. On the other hand, the average size of the defect images is about 1 nm, and it increases slightly with dpa but does not depend strongly on it.

Judging from the results of Cu and Ni irradiated by D-T neutrons,' the observed defects are probably dislocation loops or stacking fault tetrahedra (SFT). Their image sizes, however, are too small to determine their type only from the characteristics of the image. It is possible to infer the type of the defects from the thermal stability, because the annealing temperature of SFT is in general higher than that of dislocation loops. In Figure 2 the thermal stability of defects formed in an OWR specimen irradiated at 290°C is compared with that of interstitial loops formed by HVEM irradiation at 290°C. In both cases small defects start to coalesce above 400°C, and then most of them disappear between 500 and 600°C. Judging from the identical recovery behavior and similar image character, the observable defects formed at 290°C by neutron irradiation should be dislocation loops.

Figure 3 shows dark field images of OWR specimens at 90°C. The number of defects increases with dpa. Their sizes range from 0.6 nm to 2 nm and do not depend strongly on dpa. Because the defects show similar thermal stability to those formed at 290°C by OWR or HVEM irradiation, they must be dislocation loops. Defects in RTNS-II specimens formed at 90°C showed similar thermal stability.
From the careful electron microscopic observation mentioned above, we can conclude that the very small defects formed by fission and fusion neutrons at 90°C and 290°C are dislocation loops. Judging from the mobility of interstitials and vacancies, they are probably interstitial type. Strong contrast of images even at weak beam conditions suggests that the loops have a stacking fault; namely, that they are Frank loops with $b = a/3<111>$.

Density of dislocation loops is plotted against dpa in Figure 4. At 90°C, defect densities in both OWR specimens and RTNS-II specimens increase gradually. The increase is roughly proportional to the square root of dpa or fluence. Note that, regardless of the energy spectrum of neutrons, the nucleation of dislocation loops depends simply on dpa, or something proportional to dpa. Since a significant fraction of the dpa in OWR comes from lower energy events, cascade damage may not play an important role on the formation of dislocation loops at 90°C.

Increasing the irradiation temperature from 90°C to 290°C, loop density decreases about 10 times. The increase of loop density of both RTNS-II specimens and OWR specimens at lower dose is moderate. It is worth noting that loop density of OWR specimens increases drastically above the critical dpa, 0.003 dpa, where yield stress also changed.\(^5\)

In order to clarify correlation between observed small dislocation loops and yield stress change reported in reference 5, yield stress change is plotted against defect density in Figure 5. All of the data points lie on one line within the experimental error, independent of neutron energy and irradiation temperature. This fact suggests that the observed loops are obstacles that increase yield stress.
According to the theory of hardening, yield stress change due to dislocation loops, $\Delta \sigma_y$, is expressed by the following equation:

$$\Delta \sigma_y = 2 \alpha \mu b (Nd)^{1/2},$$

where $\alpha$, $\mu$, $b$, $N$, and $d$ are the mean strength parameter for the obstacles, the shear modulus, the Burgers vector, the density of dislocation loops and the average diameter of dislocation loops, respectively. Because $d$ is almost independent of dpa, temperature, and neutron energy in the present case, $\Delta \sigma_y$ should be proportional to $N^{1/2}$ if the observed loops determine the yield stress change.

Figure 6 shows $\Delta \sigma_y$ as a function of $N^{1/2}$. It is clear that $\Delta \sigma_y$ is proportional to $N^{1/2}$. From the slope of the line, $\alpha$ is estimated to be 0.2, assuming that all of the loops are visible. This value agrees well with theoretical predictions and experimental data on 304SS. From these results it can be concluded that yield stress in 316SS irradiated by neutrons at 90°C and 290°C is mainly determined by the very small dislocation loops.

At 290°C both loop density and yield stress change of OWR specimens separate from those of RTNS-II specimens above a certain dpa. It is not easy to explain this odd phenomenon from present knowledge. One possible explanation is an effect of irradiation temperature control.

In the case of RTNS-II irradiation, irradiation was performed only at the desired temperature. Irradiation was started after the specimens reached the temperature and they were cooled down after stopping irradiation. In OWR irradiation, however, heating up and cooling down of the specimens was repeated every day under irradiation. Though total irradiation time below 290°C was relatively short (20 to 30 minutes a day), it is impossible to deny the possibility that active nucleation of dislocation loops at lower temperatures increased the density of loops in OWR specimens during repeated heating and cooling.
FIGURE 4. Defect Cluster Density as a Function of dpa. The corresponding neutron fluences are also indicated.

deviation of OWR data from those of RTNS-II started after two or three repetitions of the irradiation. It was demonstrated that large changes in irradiation temperature, even if the period was short, had a strong effect of microstructure evolution.

SUMMARY

1) Microstructures of 316SS irradiated by fission and fusion neutrons at 90°C and 290°C were observed by weak beam dark field stereo technique and compared with Heinisch's yield stress data.

2) In all cases, very small (about 1 nm on average) interstitial type dislocation loops were formed.

3) At 90°C, the density of dislocation loops was extremely high and those of fission and fusion irradiations agreed very well. Judging from the mobility of point defects, the loops were probably formed by radiation induced migration of accumulated interstitials. Therefore, dpa was a good fission-fusion correlation parameter at this temperature.

4) At 290°C, both loop density and yield stress change of fission neutron irradiation increased drastically above 0.003 dpa. This odd behavior might be caused by lower temperature irradiation during heating-up and cooling-down.

5) The major defects responsible for increasing the yield stress were observed to be very small interstitial dislocation loops. The strength parameter for the loops was estimated to be 0.2.
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FIGURE 6. Yield Stress Changes as a Function of the Square Root of Defect Density, $N^{1/2}$
MICRO-BULGE TESTING APPLIED TO NEUTRON IRRADIATED MATERIALS - A. Dkada (Hokkaido University), M. L. Hamilton (Pacific Northwest Laboratory) (a) and F. A. Garner (Pacific Northwest Laboratory)

OBJECTIVE

This work was performed in an effort to extend the applicability of micro-bulge tests to standard electron microscopy disks.

SUMMARY

Micro-bulge testing was conducted on several Fe-Ni-Cr alloys irradiated as 0.3 mm thick disks to 10 dpa at 603 and 773 K in the Oak Ridge Research Reactor. Miniature tensile tests were performed on specimens of the same alloys irradiated concurrently. Good correlation between the tensile yield strength and the bulge yield load was observed in unirradiated specimens, however, the correlation was not simple for irradiated specimens. Good correlation was also observed between the ultimate tensile strength and the maximum bulge load. While irradiation produced a significant reduction in total elongation in the tensile test, irradiation caused only a small decrease in the deflection corresponding to the maximum bulge load compared to that observed on thinner disks used in earlier experiments. The results suggest that the thinner disk is better suited for ductility evaluations than the thicker disk. The area bounded by the load-deflection traces of the bulge tests shows a systematic variation with both alloy composition and irradiation condition which is not observed in the tensile data. It is anticipated that this parameter may prove useful in the evaluation of material toughness.

PROGRESS AND STATUS

Introduction

Among the various types of miniaturized mechanical testing developed for reactor materials research, test techniques using transmission electron microscopy (TEM) disks 3 mm in diameter have a great advantage in reducing the radioactivity of the irradiated materials and in the occupation of a smaller fraction of the limited irradiation volume available. TEM disks have been utilized in the micro-bulge, bend, shear and punch tests. In the micro-bulge test, a spherical punch (usually a tiny steel ball) is pressed into a disk, generally 0.1 mm in thickness, whose periphery is held by a pair of dies. The load for the bulge deformation is recorded against the deflection of the punch. One of the present authors published a correlation between micro-bulge and tensile data for several metals and alloys in both the irradiated and unirradiated conditions, as well as the dependence on die geometry. Very little data are available for materials irradiated to doses as high as 10 dpa or for specimens as thick as 0.3 mm. In the present work, micro-bulge tests were conducted on several Fe-base ternary austenitic alloys irradiated as 0.3 mm thick disks to 10 dpa. The validity of the micro-bulge test results is discussed vis-a-vis their correlation with the tensile data.

Experimental Procedures

TEM disks 0.3 mm in thickness and miniature tensile specimens of seven Fe-Ni-Cr ternary austenitic alloys were irradiated concurrently to 12-14 dpa at 603 and 773 K in the MFE-4 experiment in the Oak Ridge Research Reactor.** The compositions are shown in Table 1. The miniature tensile specimens were 0.25 mm thick with a gauge length and width of 12.7 and 1.0 mm, respectively. A hardened steel ball 1 mm in diameter was employed for the tip of the punch. The diameter of the lower die hole was 1.7 mm (clearance between ball and die hole was 0.35 mm) to accommodate disks up to 0.3 mm in thickness, and its shoulder radius was 0.4 mm.

Figure 1 shows typical examples of micro-bulge test curves and the parameters extracted from them for the evaluation of irradiation hardening and ductility loss. The parameters are determined as follows: a) bulge yield load \( L_y \), the load at \( t/10 \) offset from the tangent of the initial slope of the curve, where \( t \) is the disk thickness. b) maximum bulge load \( L_{max} \). c) bulge depth \( D_{max} \) and d) bulge energy \( E_{d} \) the area bounded by the load-deflection curve. These parameters were normalized to account for the variation in disk thickness, \( t \), by dividing by \( t^2 \), \( dt \), \( d \) and \( d^2t/dt^2 \), respectively, where \( d \) is the ball diameter and \( t \) is 0.3 mm, the nominal disk thickness. Normalizing parameters were chosen on the basis of earlier micro-bulge tests on other materials. The bulge energy is normalized to the equivalent value expected for disks 0.3 mm thick.

---

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RL0 1830.
Results and Discussion

The normalized results are given in Table 2 and summarized below according to various parameters of interest. Note that the normalized yield load is larger than the normalized maximum bulge load due to the choice of normalizing parameter (t² versus dt). The tensile data on the same materials were reported in Reference 11.

Comparison of Bulge and Tensile Tests. The tensile test traces for the same materials as in Figure 1 are shown in Figure 2. The irradiated specimens show a very large ductility loss in the tensile curve while the bulge test curves still show a considerable amount of deflection. The ball displacement for both the maximum bulge load and the load drop at the point of disk fracture are not too different for the unirradiated and irradiated specimens. The difference between the irradiated and unirradiated conditions in the tensile and bulge tests is due to the difference in the deformation mode, viz., the uniaxial stress condition in the tensile test and the essentially biaxial condition in the bulge deformation. This demonstrates the potential for using the bulge test technique for material property evaluations by virtue of the larger deformations that are unobtainable in a uniaxial tensile test due to the necking that results from the larger instability of deformation.

Yield load. The bulge yield load and yield strength are shown in Figure 3 as a function of the alloy composition. In the unirradiated specimens, both sets of data show a similar dependence on composition, while the irradiated specimens show an opposite dependence on nickel level at 15 Cr. The origin of this result may be described as follows. The shoulder of the bulge curve corresponds to a change in the deformation mode from indentation to plastic bending. This transition may be controlled by both the hardness and the rigidity of the specimen, particularly in the case of irradiation hardened, relatively thick disks such as were used in this experiment. If the hardness of the disk exceeds a certain level, the transition to plastic bending will take place earlier than in a less hardened material; therefore, the load L at the shoulder of the curve may be smaller. To avoid unnecessary complexity in analyzing test data, disks thin enough to avoid the situation discussed above may be better suited for the bulge test.

Maximum Bulge load. A straight line through the origin can be drawn as shown in Figure 4 for the correlation between the maximum bulge load and the ultimate tensile strength regardless of composition. The slope of this line is different than that drawn for 0.1 mm thick disks. In the case of thinner disks, as thin as 0.1 mm, the correlations for the fully annealed and the fully hardened materials were separated into two groups independent of material type and different correlation lines could be drawn for each of them. The separation between the lines for annealed and cold worked materials will decrease with thickness. The ductility loss and the hardening induced by irradiation are clearly observed in such a plot. The less distinct results obtained in the present experiment on thicker disks suggest that the thinner disks are better suited for the evaluation of strength and ductility using the micro-bulge test.

The maximum bulge load depends on the bulge depth, corresponding to the load at the necking of the bulged disk. If the material is soft, the punch presses deeper into the disk and conversely presses less deeply if the material is hard, so the radius of the contacting circle between the specimen and the punch is larger in the former case and smaller in the latter. Therefore, ductility loss and an increase in material hardness tend to occur concurrently.

Bulge Depth. Irradiation caused only a small decrease in the deflection corresponding to the maximum bulge load (Figure 5), 4, especially when compared to the decrease observed in thinner disks. The bulge depth of the specimens irradiated at 773 K was almost the same as that of specimens irradiated at 603 K. The uniform elongation of the irradiated specimens, however, was very small. It was almost zero for the 603 K irradiation, suggesting that localized deformation may control the tensile test. The tensile test may therefore more correctly provide only fracture-related information rather than true ductility data in the embrittled materials. The bulge test may provide truer ductility data on these specimens, although the test does not seem to be sensitive enough for the specimen thickness considered. The results suggest that the materials retained considerable ductility for biaxial deformation even after irradiation at 603 K.

Relationship Between Maximum Bulge load and Bulge Depth. As mentioned above, the bulge depth must be taken into consideration for evaluating the maximum bulge load, because the load is a function of bulge deflection. The maximum bulge loads are plotted against the bulge depth in Figure 6 for the solution annealed specimens. Ductility loss and irradiation hardening are easily observed in the figure as an overall shift to the left and upward, respectively. Unirradiated cold worked specimens exhibit lower bulge depths and higher maximum bulge loads. After irradiation, they exhibit less hardening than the solution annealed specimens with no distinct change in the bulge depth.

Bulge Fracture Energy. The area bounded by the load-deflection curve gives the work done throughout the bulge deformation process and is defined as the bulge fracture energy. The bulge energy is plotted against alloy composition in Figure 7. A clear variation is evident in the bulge fracture energy as a function of nickel level, decreasing as Ni increased from 20 to 35% and increasing again at 45 Ni. Such a variation was not present in the tensile data. This should reflect the microstructural evolution of the alloy, and is
considered to correspond to the observation by Sekimura\textsuperscript{12} that a larger variation in microstructure was seen at 45 Ni in this alloy system. The bulge energy may therefore be a useful parameter for mechanical property evaluation, regardless of disk thickness.

Scatter. The scatter in the present experiment was a little larger than in similar experiments performed on the thinner 0.1 mm disks, but it is still only on the order of 10\%. Some of the scatter may be due to the difficulty of holding the thicker disk firmly against the die as well as the fact that the deformation mode was not constant.

CONCLUSIONS

It appears that the bulge test data may be used in two ways in the present experiment for the evaluation of mechanical properties. The tensile properties can be estimated from the bulge data by correlation of the bulge yield load, maximum bulge load and bulge depth with the yield strength, tensile strength and uniform elongation, respectively. Alternatively, the bulge fracture energy may be of potential use in the absence of tensile data.

FUTURE WORK

Micro-bulge tests will be performed on ferritic alloys irradiated in FFTF/MOTA, JOYO and JMTR for comparisons between different neutron spectra and irradiation temperatures.
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Table 1
Alloys Used in the MFE-4 Experiment(*)

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Composition, wt%</th>
<th>TEM Disk</th>
<th>Tensile</th>
</tr>
</thead>
<tbody>
<tr>
<td>FI9</td>
<td>Fe-19.7Ni-14.7Cr</td>
<td>SA</td>
<td>--</td>
</tr>
<tr>
<td>E20</td>
<td>Fe-24.4Ni-14.9Cr</td>
<td>SA,SA</td>
<td></td>
</tr>
<tr>
<td>E21</td>
<td>Fe-30.1Ni-15.1Cr</td>
<td>SA,SA</td>
<td></td>
</tr>
<tr>
<td>E22</td>
<td>Fe-34.5Ni-15.1Cr</td>
<td>SA,SA</td>
<td></td>
</tr>
<tr>
<td>E23</td>
<td>Fe-45.3Ni-15.0Cr</td>
<td>SA</td>
<td></td>
</tr>
<tr>
<td>E37</td>
<td>Fe-35.5Ni-7.5Cr</td>
<td>SA</td>
<td>--</td>
</tr>
<tr>
<td>E38</td>
<td>Fe-35.1Ni-21.7Cr</td>
<td>SA</td>
<td></td>
</tr>
</tbody>
</table>

(a) SA - solution annealed.
CW = 30% cold worked.

Table 2
Normalized Micro-Bulge Data on Fe-Ni-Cr Alloys

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Yield load/dt(^2) (MPa)</th>
<th>Max. Bulge Load/dt (MPa)</th>
<th>Bulge Depth/d (unitless)</th>
<th>Average Normalized Bulge Fracture Energy (Nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unirr. 603 K 773 K</td>
<td>Unirr. 603 K 773 K</td>
<td>Unirr. 603 K 773 K</td>
<td>Unirr. 603 K 773 K</td>
</tr>
<tr>
<td>E19-SA</td>
<td>368 1561 1356</td>
<td>1209 1423 903</td>
<td>0.952 0.775 0.419</td>
<td>0.228 0.281 0.065</td>
</tr>
<tr>
<td></td>
<td>398 1398 1334</td>
<td>1095 1346 840</td>
<td>0.927 0.787 0.356</td>
<td></td>
</tr>
<tr>
<td>E20-SA</td>
<td>345 1374 1286</td>
<td>1113 1470 1337</td>
<td>0.927 0.838 0.787</td>
<td>0.216 0.254 0.239</td>
</tr>
<tr>
<td></td>
<td>315</td>
<td>1095 1346 840</td>
<td>0.902</td>
<td></td>
</tr>
<tr>
<td>E20-CW</td>
<td>1471 1601 1717</td>
<td>1430 1540 1383</td>
<td>0.762 0.762 0.813</td>
<td>0.256 0.261 0.244</td>
</tr>
<tr>
<td></td>
<td>1430</td>
<td>1425</td>
<td>0.737</td>
<td></td>
</tr>
<tr>
<td>E21-SA</td>
<td>420 1357 1334</td>
<td>1065 1319 1334</td>
<td>0.876 0.762 0.787</td>
<td>0.202 0.274 0.261</td>
</tr>
<tr>
<td></td>
<td>445 1151 1394</td>
<td>1187 1394 1334</td>
<td>0.902 0.775</td>
<td></td>
</tr>
<tr>
<td>E22-SA</td>
<td>420 1587 1470</td>
<td>1157 1329 1326</td>
<td>0.889 0.749 0.775</td>
<td>0.191 0.268 0.261</td>
</tr>
<tr>
<td></td>
<td>435 1536 1536</td>
<td>1084 1308 1308</td>
<td>0.851 0.762 0.762</td>
<td></td>
</tr>
<tr>
<td>E22-CW</td>
<td>1366 1465 1519</td>
<td>1278 1377 1360</td>
<td>0.724 0.762 0.801</td>
<td>0.259 0.265 0.266</td>
</tr>
<tr>
<td></td>
<td>1639 1480 1480</td>
<td>1366 1400 1400</td>
<td>0.724 0.762</td>
<td></td>
</tr>
<tr>
<td>E23-SA</td>
<td>524 1774 1465</td>
<td>1189 1405 1350</td>
<td>0.876 0.762 0.762</td>
<td>0.205 0.272 0.283</td>
</tr>
<tr>
<td></td>
<td>517</td>
<td>1237</td>
<td>0.876</td>
<td></td>
</tr>
<tr>
<td>E37-SA</td>
<td>403 1420 1334</td>
<td>1034 1278 1148</td>
<td>0.864 0.787 0.762</td>
<td>0.173 0.358 0.233</td>
</tr>
<tr>
<td></td>
<td>420 1315 1351</td>
<td>1067 1238 1167</td>
<td>0.876 0.775 0.749</td>
<td></td>
</tr>
<tr>
<td>E38-SA</td>
<td>467 1420 1379</td>
<td>1223 1465 1406</td>
<td>0.889 0.775 0.778</td>
<td>0.222 0.284 0.311</td>
</tr>
<tr>
<td></td>
<td>459</td>
<td>1189</td>
<td>0.851</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Examples of the bulge test curves and the parameters determined from bulge testing. Dashed line denotes the elastic deformation of the fixture, $L$ is the bulge yield load, $L_{\text{max}}$ is the maximum bulge load, $D_{\text{max}}$ is the bulge depth, $E$ is the bulge fracture energy, and $t$ is the disk thickness. Curves shown for 25Ni-15Cr.

Figure 2. Tensile test curves for the same materials whose bulge test curves are shown in Figure 1.
Figure 3. The bulge yield load (a) and yield strength (b) plotted against alloy composition. The bulge yield load is normalized by $t^2$, where $t$ is the disk thickness. The solid lines denote Ni variations for a constant Cr level (15%), and the dotted lines denote Cr variations for a constant Ni level (35%).

Figure 4. Maximum bulge load versus ultimate tensile strength. The maximum bulge load is normalized by the product $dt$, where $d$ is the ball diameter and $t$ is the specimen thickness.
Figure 5. The bulge depth (a) and uniform elongation (b) plotted against alloy composition. The bulge depth is normalized by the ball diameter, d. The solid lines denote Ni variations for a constant Cr level (15%), and the dotted lines denote Cr variations for a constant Ni level (35%).

Figure 6. Shift in the maximum bulge load and in the bulge depth induced by irradiation in solution-annealed specimens.
Figure 7. Bulge fracture energy as a function of alloy composition. The solid lines denote Ni variations for a constant Cr level (15%), and the dotted lines denote Cr variations for a constant Ni level (35%).
5. RADIATION EFFECTS: MECHANISTIC STUDIES, THEORY, AND MODELING
THE INFLUENCE OF HELIUM ON MICROSTRUCTURAL EVOLUTION: IMPLICATIONS FOR DT FUSION REACTORS — Roger E. Stoller
(Oak Ridge National Laboratory)

OBJECTIVE

This analysis is intended to help provide direction for future planning of experiments by the Fusion Reactor Materials Program and to support fusion reactor design teams.

SUMMARY

The influence of helium on the microstructural evolution of irradiated metals is reviewed. The review encompasses data from past work involving charged particle irradiations and neutron irradiations in fission reactors, but emphasizes more recent results. This latter data was obtained from experiments in which either the reactor neutron spectrum or the isotopic content of the nickel in the irradiated alloys was tailored to yield a ratio of helium to displacement production (He/dpa ratio) that is near the value that will be obtained in a DT fusion reactor. Both the absolute level of helium present and the He/dpa ratio are shown to be important parameters. All major components of the irradiated microstructure — cavities, precipitates, and dislocations — are shown to be sensitive to helium as a result of either its direct influence on cavity formation, or its indirect effect on point defect and solute partitioning. The results emphasize the importance of careful experimental and theoretical analysis if data from fission reactor experiments are to be used in fusion reactor design. In particular, the effects of helium appear to be greatest during the swelling incubation period, the time of most practical interest for fusion reactor designers.

PROGRESS AND STATUS

Introduction

When materials are irradiated by high energy neutrons, the displacement damage is accompanied by the production of impurity atoms due to nuclear transmutation reactions. The inert gas helium is the transmutation product that has received the most attention by those researchers concerned with fusion reactor materials. This interest is a result of the significant impact that helium is known to have on the microstructure of irradiated materials and the fact that the differences between the neutron spectra obtained in a fast fission reactor and in a deuterium-fusion (DT) fusion reactor result in much higher helium production rates in the latter. For example, the structural first wall nearest the plasma in a DT fusion reactor will be exposed to a neutron spectrum that leads to atomic displacement rates between $10^{-7}$ and $10^{-6}$ displacements per atom (dpa) per second. The ratio of transmutant helium to displacement production (He/dpa ratio) will be on the order of 10 to 20 appm He/dpa. The displacement rate in a typical fast fission test reactor such as the Experimental Breeder Reactor-II (EBR-II) or the Fast Flux Test Facility (FFTF) is similar to the fusion reactor, but the He/dpa ratio is about 0.3 to 0.5 appm He/dpa. As a result, data extrapolation from fast reactor to fusion conditions is not straightforward for any phenomena that are sensitive to the level of helium present.

The issue of which microstructural phenomena are helium-sensitive, and to what degree, has been discussed in detail since the mid-1970s. Odette addressed many of the broad issues in a 1979 review. More recently, there have been several thorough reviews of this topic. This report does not contain a detailed re-examination of such data as discussed in refs. 2 to 6; rather, the focus is on the results of more recent experiments that were designed specifically to address the uncertainty that remained after the earlier work. Some of the phenomena of interest here are sensitive to experimental variables that are not always well controlled and, in any single experiment, specimen-to-specimen variations can give rise to considerable data scatter. Therefore, the intent is to examine the earlier, broad data field to look for consistent trends and then to see if these trends are followed in the most recent experiments. This data analysis is supplemented by examining the results of theoretical investigations of radiation-induced microstructural evolution.

The fact that the microstructure of a material changes during irradiation can be viewed primarily as a result of incomplete recombination of the vacancies and interstitials that are produced. This simple view neglects any chemical influence of impurities produced by nuclear transmutation, but it provides a helpful basis for discussing microstructural evolution. In particular, the way in which transmutant helium influences microstructural evolution can most easily be understood by examining the way it influences point defect recombination. This perspective provides a common thread in the discussion that follows. The influence of helium on the radiation-induced or radiation-enhanced evolution of the three primary components of the microstructure of irradiated materials — cavities, dislocations, and precipitates — is examined in turn. Relevant experimental data and theoretical insights into the mechanisms involved will be discussed for each of the components. Finally, some inferences are drawn from our present understanding of helium effects relative to the issue of extrapolating data from fission reactor irradiation experiments to DT fusion reactor conditions.
Microstructural evolution in irradiated materials is a complex phenomenon, driven by a number of processes that lead to the evolution of the various components of the microstructure. Some of these processes are nearly independent of the others, while some interact in a synergistic or competitive way. The time-dependent evolution of the microstructure is primarily driven by the radiation-induced point defect fluxes. The point defect concentrations are in turn determined by the displacement rate, the rate of recombination, and the sink structure. The fact that most point defects recombine with an anti-defect can be illustrated by noting that at a dose of 100 dpa, swelling in conventional AISI 316 stainless steel can be on the order of 50% (ref. 7). While such swelling sounds severe, it implies that a fraction of only $5.0 \times 10^{-3}$ of the originally-produced vacancies avoided recombining with interstitials. The relative fraction of the defects that are lost to recombination in the matrix compared to those that recombine at sinks (e.g., due to interstitial absorption by a void) varies with the irradiation temperature and damage rate, but most defects do recombine. Therefore, small changes in the defect survival fraction can have a large influence on microstructural evolution. Most of the discussion that follows is drawn from experience with austenitic stainless steels, but the general concepts apply to ferritic or martensitic steels* and other metallic alloys as well. However, before turning to the discussion of microstructural evolution, some of the relevant differences between fission and fusion neutron spectra will be described.

Neutron Spectrum Effects — Collisions between high energy neutrons and the constituent atoms of a crystalline solid lead to the displacement of these atoms from their lattice sites. Each of these initially-displaced atoms are called primary knock-on atoms (PKAs) and they typically produce a large number of subsequent displacements. The energy spectrum of the PKAs is sensitive to the neutron spectrum as shown in Fig. 1. Well-accepted procedures for calculating the total number of atoms displaced by a given PKA have been developed, one of the most common being that of Norgett, Robinson and Torrens (the so-called NRT model). The dpa has proven to be a relatively robust damage correlation parameter, in part because it provides a basis for comparing the results of charged particle irradiation experiments with those from neutron irradiations.

In recent years, the general utility of the dpa has been questioned as additional research has indicated that only a relatively small fraction of the initially-produced defects survive intracascade annealing and contribute to the long-range diffusion of vacancies and interstitials. In particular, the observation that the net displacement efficiency is a strong function of PKA energy has raised new questions about data correlation from experiments in which the neutron (and hence PKA) spectrum vary. While the focus of much of the fusion materials research has been on the component of the neutron spectrum with energies above 10 MeV, this recent work implies that more attention should be given to the area below about 10 to 50 keV. Figure 2 compares neutron spectra from several commonly used test reactors and a DT fusion spectrum. The figure indicates that the DT fusion spectrum differs significantly from fission test reactor in the low energy regime as well as the high. If the lower energy neutrons prove to be as significant as it now appears they are, material performance in the first wall may also prove to be sensitive to the details of blanket design. For example, the use of water as a coolant will lead to a much higher flux of low energy neutrons than if a liquid metal coolant is used.

Because of the spectral differences just mentioned, all attempts to correlate radiation effects data for the purpose of extrapolating from fission to fusion irradiation conditions must be based on the broadest possible data base, and be supplemented by a sound theoretical understanding of the mechanisms responsible for the observed behavior. However, with these caveats in mind, the discussion here will use the dpa as the best correlation parameter that is currently available. A second spectrum-dependent irradiation parameter that will be used is the He/dpa ratio. While it is not thought of as a correlation parameter, it does provide a convenient way of characterizing different irradiation environments. For similar damage rates, differences in the He/dpa ratio are known to lead to consistent changes in the irradiated microstructure. Thus, the information on helium effects which is obtained by varying the He/dpa ratio in high-dose-rate charged particle irradiations can be helpful for anticipating the effects of helium at low dose rates. Such information is needed to extrapolate fission reactor data to fusion reactor conditions.

Table 1 compares damage rates and He/dpa ratios from several facilities that have been used by fusion materials researchers in the United States with those calculated.
for a typical DT fusion reactor.5 Helium generation in the High Flux Isotope Reactor (HFIR) and the Oak Ridge Research Reactor (ORR) is shown as a range in Table 1. Since these reactors are water cooled, they have a large thermal neutron flux as shown in Fig. 2. In nickel-bearing alloys, thermal neutron absorption by $^{58}\text{Ni}$ leads to a helium generation rate that increases in a non-linear fashion from the low number in Table 1 to a maximum given by the greater number via the two-step reaction $^{59}\text{Ni}(n,\alpha)56\text{Fe}$.

The recoiling $^5\text{Fe}$ atom from this reaction generates significant number of additional displacements as well.17 This additional increment in displacements is also non-linear. For AISI 316 stainless steel with 13% nickel, the contribution of the $^{56}\text{Fe}$ recoils is about 1% of the total dose at 1 dpa, increasing to a maximum of 13% when the total dose is 65 dpa. The contribution declines at higher doses.17

As Table 1 shows, the fusion displacement rate is easily achieved, but the fission reactor helium generation rates are either too low or too high. Two techniques that have been developed to improve the fusion simulation are spectral and isotopic tailoring. In the first, selective shielding of thermal neutrons in the ORR was used in several experiments to obtain a nearly constant He/dpa ratio at near the damage rate as shown in Table 2.18,19 The data obtained from these experiments will be discussed below. The second technique involves tailoring the isotopic abundance of one or more of the atomic species in the composition of an alloy in order to take advantage of the fact that the different isotopes have different $(n,\alpha)$ cross-sections. This method was apparently first suggested by De Raedt20 in 1982 and developed in more detail by Simons21 in 1983 and Mansur et al.22 in 1986. Experiments have been planned by several groups to irradiate nickel-bearing alloys in which the nickel content was isotopically tailored by selective additions of $^{58}\text{Ni}$, $^{59}\text{Ni}$, and/or $^{60}\text{Ni}$ to obtain nearly the fusion He/dpa ratio in both the HFIR and the FFTF.22,26 The initial results from one of these isotopic tailoring experiments will also be discussed below.25

The terms cavity, bubble and void have sometimes been used in an ambiguous way when discussing irradiated metals. For purposes of this report, the term cavity denotes any hollow inclusion in the material. Bubble will be used to denote a cavity that is primarily stabilized by its internal gas pressure (i.e., the internal gas pressure $P$ is nearly equal to $2\gamma/r$, where $\gamma$ is the surface free energy and $r$ is the radius). The term void is used for cavities which are not gas stabilized (i.e., $P<2\gamma/r$). Only those cavities induced by irradiation are of interest here.

Although it is possible for voids to form via classical nucleation, it has been shown that this mechanism cannot account for void formation at the level commonly observed in irradiated metals.26 The generally accepted sequence of events which lead to void swelling is that gas bubbles nucleate and slowly grow by accumulating both vacancies and helium until they reach a critical radius, $r_c^*$. The critical radius is determined by the effective vacancy supersaturation, $\phi$, the irradiation temperature, $T$, the surface free energy and the atomic volume, $\Omega$. 

$$r_c^* = f(\phi) \frac{\gamma T}{kT \Omega}$$  

(1)

The constant $k$ in Eq. (1) is Boltzman's constant and the function $f(\phi)$ is a non-ideal gas correction factor.27 For an ideal gas, $f = 413$. An analogous expression can

Table 1. Displacement and helium generation rates in AISI 316 stainless steel in various irradiation facilities.15-17

<table>
<thead>
<tr>
<th>Facility</th>
<th>Damage Rate (dpa/s)</th>
<th>He/dpa Ratio (appm He/dpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Typical charged particle irradiation</td>
<td>1.0 x 10^{-3}</td>
<td>0.0 to 50</td>
</tr>
<tr>
<td>EBR-11</td>
<td>1.2 x 10^{-6}</td>
<td>0.4</td>
</tr>
<tr>
<td>FFTF</td>
<td>1.8 x 10^{-6}</td>
<td>0.2</td>
</tr>
<tr>
<td>HFIR</td>
<td>1.0 x 10^{-6}</td>
<td>0.0 to 65</td>
</tr>
<tr>
<td>ORR</td>
<td>2.3 x 10^{-7}</td>
<td>0.2 to 8.3</td>
</tr>
<tr>
<td>DT fusion at 1.0 MW/m²</td>
<td>3.7 x 10^{-7}</td>
<td>13.8</td>
</tr>
</tbody>
</table>

*Nonlinear due to buildup of $^{59}\text{Ni}$. 

Table 2. Displacement and helium generation rates in AISI 316 stainless steel in ORR experiments MFE-4A, 4B, 6J, and 7J (refs. 18,19)

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Irradiation Temperature (°C)</th>
<th>Final Dose (dpa)</th>
<th>Damage Rate (dpa/s)</th>
<th>He/dpa (appm He/dpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFE-4A</td>
<td>400</td>
<td>5.35</td>
<td>1.4 x 10^{-7}</td>
<td>15.3</td>
</tr>
<tr>
<td>MFE-4B</td>
<td>500, 600</td>
<td>5.35</td>
<td>1.4 x 10^{-7}</td>
<td>14.8</td>
</tr>
<tr>
<td>MFE-6J</td>
<td>60, 200, 300, 400</td>
<td>6.88</td>
<td>1.7 x 10^{-7}</td>
<td>8.95</td>
</tr>
<tr>
<td>MFE-7J</td>
<td>60, 200, 300, 400</td>
<td>7.92</td>
<td>1.9 x 10^{-7}</td>
<td>12.2</td>
</tr>
</tbody>
</table>

Fig. 2. Neutron energy spectra for three fission test reactors and a typical DT fusion spectrum.
be derived for the critical number of gas atoms, \( n_g^* \), that corresponds to the critical radius.\(^{27}\)

After reaching the critical radius, the bubbles convert to voids and begin to grow primarily by vacancy accumulation. The pivotal role of transmutant helium in this method of void formation in charged particle and fast neutron irradiated stainless steels has been confirmed by a number of workers.\(^{25,26,28,29}\)

The importance of gas accumulation is shown in Fig. 3 where the calculated ratio of the void nucleation time due to the gas accumulation mechanism to that by classical nucleation is plotted as a function of the helium content of a test cavity.\(^{26}\) These results indicate that the classical nucleation mechanism begins to be significant only when the gas content of the cavity is near the critical number of gas atoms.

The effective vacancy supersaturation provides a measure of a material's deviation from thermal equilibrium during irradiation:

\[
\phi = \frac{z_v D_v C_v - z_{i} D_{i} C_{i}}{z_v D_v C_v^e}
\]

where the interstitial and vacancy concentrations and diffusivities are given by \( C_i, v \) and \( D_i, v \); \( C_v^e \) is the thermal equilibrium vacancy concentration, and the \( z_i, v \) are the cavity capture efficiencies for interstitials and vacancies. In the absence of radiation, \( \phi = 1.0 \) The supersaturation, and hence the critical radius, can be calculated from the point defect generation rate and the sink strengths of the extended defects in the material.\(^{27}\) For example, when bulk recombination is negligible and dislocations are the major point defect sink, the vacancy supersaturation takes the following simple form:\(^{30}\)

\[
\phi = \frac{G}{S_d D_v C_v^e} (z_i^d - 1)
\]

where \( G \) is the effective damage rate, \( S_d \) is the dislocation sink strength, and \( z_i^d \) is the dislocation capture efficiency for interstitials. Similar, but more complex expressions are obtained when the effects of recombination or other sinks are included. Equations (1) and (3) reflect the importance of the radiation-produced microstructure. The alloy chemistry determines such parameters as the surface energy and diffusivities. However, for a given chemistry, the microstructure determines the void swelling incubation time. The important point is that changes in the point defect sink strengths or the rate of point defect recombination are directly reflected in the vacancy supersaturation and in the critical bubble radius. Changes in the critical radius lead to changes in the void swelling incubation time.

In addition to the absolute level of the various sink strengths, the ratio of the interstitial-biased dislocation sink strength to the other sinks is also of importance. The influence of the sink strength ratio is shown in Fig. 4 where the effective vacancy supersaturation is plotted as a function of the dislocation density with typical cavity densities at 400 and 550°C. The results shown in Fig. 4 were obtained from a detailed theoretical analysis of microstructural evolution\(^{30,32}\) and show that changes in the dislocation density can lead to either increases or decreases in the supersaturation. This effect is due to the balance of point defect partitioning between the network dislocations and the other microstructural sinks, particularly the small, highly pressurized bubbles that are present early in the irradiation. When dislocations are the dominant sink, Eq. (3) indicates that increases in the dislocation density reduce the vacancy supersaturation. This increases the critical bubble size and extends the incubation time for void swelling. The influence of the dislocation/interstitial bias is mitigated by the presence of a nearly equal vacancy flux, leading to the recombination of most point defects absorbed at dislocations. When dislocations are not the dominant sink, an increased dislocation density will result in an increased supersaturation and reduce the swelling incubation time.
This dependence of the vacancy supersaturation on the dislocation and cavity components of the irradiated microstructure is further illustrated in Figs. 5 to 7 with results obtained from the model described in refs. 26 and 30. Figure 5 shows the predicted network dislocation density, Frank faulted loop density, and void swelling as a function of dose for 20% cold-worked material irradiated at 500°C. These predictions are consistent with a broad set of experimental observations. After an initial transient that lasts for several dpa, the microstructure reaches an apparent steady state which lasts until void swelling begins at about 40 dpa. During this "steady state" period, the cavity sink strength is slowly increasing while bubbles grow below the critical size. The corresponding cavity volume is too small to be seen on the scale of Fig. 5. The incubation time for swelling is not primarily associated with the microstructural transient but rather with the time required for the bubbles to accumulate the critical number of helium atoms. Following the initiation of void swelling, some additional dislocation recovery occurs as the cavity sink strength begins to increase. This recovery is due to an increase in dislocation climb as the dislocations absorb a greater excess of interstitials now that the vacancies are being absorbed by the voids. A regime in which the swelling rate is approximately constant and fairly high occurs when the cavity and dislocation sink strengths have similar values. When such parity occurs, the most efficient differential partitioning of the point defects takes place and the maximum theoretical swelling rate is observed.

This effect is shown in Fig. 6 where both the swelling rate and the ratio of the dislocation sink strength to the cavity sink strength are plotted as a function of dose. The swelling rate passes through a maximum value of about 1% per dpa when the sink strength ratio is about 1.0 and then begins to slowly decrease. Once swelling begins, the evolution of the microstructure can suppress further void formation by reducing the vacancy supersaturation as shown in Fig. 7. The void swelling curve from Fig. 5 is repeated in Fig. 7, along with the vacancy supersaturation and the critical number of gas atoms. The reduction in the vacancy supersaturation leads to an increase in the critical number of gas atoms. Thus bubbles that are formed after the initial population can be effectively trapped below the critical size. This contributes to the formation of the bi-modal cavity distributions that are commonly reported.

Precipitation and Solute Segregation - Although precipitate evolution and solute segregation during irradiation have been extensively studied for many years, the research has not yielded a theoretical description of the phenomena that can be broadly applied. However, there is a reasonably large body of data from which a number of general observations can be drawn. In austenitic stainless steels, undersized solutes such as nickel and silicon have been shown to segregate to internal defect sinks, such as loops and grain boundaries, and to free surfaces during irradiation. Oversized solutes are
Fig. 6. Dose dependence of the swelling rate and the ratio of the dislocation sink strength to the cavity sink strength for 20% cold-worked material irradiated at 500°C. Correspondingly depleted from these regions. In extreme cases, solute segregation can lead to ferrite formation due to the breakdown of austenite. 38

More generally, radiation-induced solute segregation (RIS) can lead to the formation of phases that are not observed during thermal aging. It can also alter the composition of phases that are stable under thermal aging, and it can change the time and temperature regimes in which thermally-stable phases are observed. These three types of phases have been referred to as radiation-induced, radiation-modified and radiation-enhanced phases, respectively. In austenitic stainless steels, the primary radiation-induced phases are \( \gamma' \) and G phase, while eta and Laves phases are radiation-enhanced. Laves is also radiation-modified.

In many cases, void swelling has been shown to correlate with the extensive formation of radiation-induced phases. This is not surprising since both of these phenomena reflect the non-equilibrium, radiation-induced point defect supersaturations. The fact that void swelling occurs due to differential partitioning of vacancies and interstitials has already been mentioned. In an analogous way, differential solute segregation that results from the dependence of the dislocation bias mechanism that could be responsible for some

Fig. 7. Dose dependence of swelling, the effective vacancy supersaturation, and the critical number of gas atoms for 20% cold-worked material irradiated at 500°C.
Since the solute fluxes responsible for RIS are due to the radiation-induced point defect fluxes,\textsuperscript{36,43} RIS and radiation-induced phase formation should be sensitive to any parameter that alters the flow and fate of point defects. For example, if the point defect supersaturations are reduced as a result of changes in the microstructure that increase recombination, thermal phase evolution should be favored. At the same time, less void swelling should occur. The irradiation of advanced austenitic alloys has confirmed this expectation; alloy modifications that reduce the formation of radiation-induced phases also reduce swelling.\textsuperscript{44}

Effects of Helium on Microstructural Evolution

Helium can exert a strong influence on microstructural evolution by changing the fraction of point defects that recombine. There are at least two ways that this can be accomplished. First, helium can alter bulk recombination rates by trapping either vacancies or interstitials. Mansur has shown that the effect of point defect trapping can be modeled using an effective recombination coefficient.\textsuperscript{45} According to the theory, trapping of either interstitials or vacancies should lead to increased recombination. However, because it is a gaseous impurity, helium could also act to stabilize vacancies by inhibiting recombination with metallic interstitials. Since the long-term survival of point defects requires the presence of both a biased sink and a second sink for partitioning, a second way that helium can affect the surviving defect fraction is by changing the relative fraction of the different sinks that are formed under irradiation. As pointed out above, if the microstructure is dominated by any one sink, increases in the density of that sink will reduce the effective vacancy supersaturation. The first of these two phenomena cannot be directly observed, but the second is regularly reported. In the next few sections, evidence for both will be presented.

Helium Effects on Dislocation Structure – The amount of data from which to infer the effects of helium on dislocation evolution is limited since the attention of most researchers investigating helium effects has been focused on cavity evolution. The interest in observing voids has also directed attention to relatively high doses that are beyond the dislocation transient that is shown in Fig. 5. Most of the data that is available involves the use of an accelerator to implant helium prior to irradiation with either neutrons or heavy charged particles, or experiments that involve simultaneous helium implantation and ion irradiation. References 2 and 3 discuss a number of examples of such experiments. Only a summary will be given here.

The data shown in Fig. 8 were obtained by Ayrault et al.\textsuperscript{146} after simultaneous helium implantation and nickel ion irradiation. These data illustrate a common observation, namely, that high levels of helium tend to increase the dislocation density at low to moderate doses. At higher doses, the effect appears to diminish. They also reported that loop evolution proceeded at a faster rate in the specimens irradiated at the highest He/dpa ratio (i.e. the dislocation structure passed from being primarily composed of loops to a dislocation network at a lower dose). In contrast, Choyke et al.\textsuperscript{47} found little effect of helium on the total dislocation density in AISI 304 stainless steel that was irradiated with silicon ions following pre-implantation of helium at room temperature. However, they found that the loop fraction of the dislocation structure increased strongly with the level of helium that was implanted.

In an another experiment that involved helium pre-implanted specimens, Farrell et al.\textsuperscript{9} also observed an enhancement of dislocation formation. They implanted 4 appm He in aluminum specimens at about 100°C, subjected them to several post-implantation heat treatments, and then irradiated them in the HFIR to a peak dose of 2.6 dpa. In order to separate the influence of the implanted helium from that of the displacement damage that the implantation produced, they also irradiated specimens that were exposed to an a-particle beam of high enough energy that the helium atoms passed completely through. Unimplanted specimens were also irradiated. A portion of their results pertaining to dislocations is summarized in Fig. 9 which shows a clear influence of helium. No difference is observed between the specimens that received no helium and those specimens that had the helium pass completely through. At the lowest doses, the loop density is roughly a factor of 10 higher in the helium implanted specimens. Since loops provide the major source of dislocations, this leads to a similar enhancement of the network dislocation density at intermediate doses. The explanation offered by Farrell et al. for their observations...
Fig. 9. Fluence dependence of the dislocation structure in aluminum irradiated in the HFIR at 60°C following helium implantation and post-implantation annealing at the indicated temperature.

... was that a greater fraction of the interstitials were able to escape recombination and form loops because the corresponding vacancies were trapped by the implanted helium.

A third type of experiment that provides some insight into the mechanism by which helium influences dislocation evolution is to characterize the microstructure that evolves during thermal annealing following helium implantation. There have been a number of such studies, with the earliest being that of Barnes and Mazey in 1960 (ref. 48). Beginning from an as-implanted microstructure that consists of only "black spot" damage, isochronal annealing experiments consistently show the correlated evolution of faulted interstitial loops and helium bubbles. A typical result from Stoller and Odette is shown in Fig. 10. They implanted the model austenitic alloy, F7, with 40 appm helium at room temperature and then annealed the specimens for 1 h at various temperatures. The average radii of faulted loops and helium bubbles that they observed are shown. At thermal equilibrium, the loops would be expected to shrink during annealing, not grow. Two reasonable explanations for the unexpected growth of interstitial loops in these annealing experiments can be presented. One is that the high gas pressure in small helium/vacancy clusters leads them to emit self-interstitials that can drive loop growth. A second is that this same high pressure can reduce vacancy emission from the clusters to such an extent that the matrix becomes subsaturated with vacancies. In this case, uncompensated thermal vacancy emission by the interstitial loops leads to their growth. Calculations simulating the annealing experiment have demonstrated the feasibility of this second mechanism.

The dislocation data just discussed is consistent with helium having an indirect effect on dislocation evolution by changing the partitioning of the point defects. Interstitial loop nucleation and growth is enhanced because helium strongly traps vacancies and inhibits recombination. Although the evidence of a helium effect on the dislocation structure appears to be erased at higher doses, this same mechanism could continue to influence cavity evolution. The most direct effect could be on void nucleation since the critical bubble radius is a function of the other microstructural components as discussed above [see Eq. (3)].

The question of concern for fusion reactor designers is whether or not the behavior observed in these experiments indicates that the higher fusion He/dpa ratio will lead to comparable changes relative to the results of fission reactor irradiations. There is only a limited amount of microstructural information that is directly applicable to this question. Figure 11 compares the dislocation structure...
Fig. 10. Evolution of: (a) faulted loops and (b) helium bubbles observed in alloy P7 during isochronal annealing for 1 h at the indicated temperature following room temperature implantation of 40 appm helium.52

Fig. 11. Comparison of dislocation structure observed in 25% cold-worked PCA after irradiation to 10 to 15 dpa in the FFTF (a,c) and MFE-4 spectral tailoring experiment in the ORR (b,d) (ref. 55).
much greater swelling was observed in the specimens that exhibited greater RIS and radiation-induced precipitation.

Because the data field from neutron irradiations is sparse, it is difficult to draw any firm conclusions regarding the effects of helium on RIS and radiation-induced precipitation. In fact, the interpretation of the data from the EBR-II/HFIR inter-reactor comparison that was just mentioned has generated some controversy. However, the bulk of the ion data and the EBR-II/HFIR comparison support the conclusion that high levels of helium can reduce RIS. Two mechanisms are believed to be responsible for this suppression, and both are due to the higher densities of cavities and loops that are obtained at higher helium levels. One is that a high sink density dilutes RIS by partitioning the solutes to more sites. The second is increased point defect recombination at sinks. The increased recombination means that the point defect fluxes that drive RIS are reduced. This increase in recombination at sinks is not inconsistent with the reduced recombination in the matrix that was proposed to account for higher loop densities above because the doses of interest are different. In the case of loop formation, the effect of helium is at very low doses and reduced bulk recombination.
leads to higher loop (and cavity) nucleation rates. Then, at higher doses, recombination at sinks is increased because of the higher sink density.

The implications of this observed suppression of RIS for fusion are not clear since the suppression may be only a transient effect, delaying, but not eliminating RIS.\textsuperscript{2} Because of the coupling of RIS and void formation, delaying RIS should extend the swelling incubation time. Experience with advanced alloys developed in the US Fusion Materials Program support this expectation.\textsuperscript{**} However, since the degree of RIS suppression varies with the helium level, additional experiments need to be done to verify the behavior at the fusion He/dpa ratio. The limited results obtained in the MFE-4 spectral tailoring experiment indicate that the correlation between radiation-induced phase formation and swelling is maintained at the fusion He/dpa ratio. The cavity and precipitate microstructures that were observed in 25% cold-worked PCA after irradiation at 400, 500, and 600°C in this experiment are shown in Fig. 14\textsuperscript{55}. However, the rapid dissolution of the thermally-stable MC phase and the loss of swelling resistance at only

Fig. 14. The cavity and precipitate microstructures observed in 25% cold-worked PCA after irradiation at 400, 500, and 600°C in the MFE-4 spectral tailoring experiment in the ORR.\textsuperscript{55}
Helium Effects on Cavity Formation and Void Swelling — A fairly extensive data base on the effects of helium has been generated over the last 15 to 20 years by researchers at many universities and laboratories. Most of this work has involved either helium implantation followed by neutron or charged-particle irradiation, or helium implantation with simultaneous charged particle irradiation. This work is supplemented by a limited amount of data from several reactor irradiation experiments. The EBR-II/HFIR inter-reactor comparison that has already been mentioned provides swelling results at very low and very high helium levels. Another reactor experiment investigated the influence of cavity sink strength on void swelling in the FFTF. In order to produce a high bubble density, the specimens were initially irradiated in the HFIR and the irradiation was then continued in the FFTF. The most recent, and most relevant swelling data, is that from the spectral tailoring experiments conducted in the ORR and an isotopic tailoring experiment that was conducted in the FFTF.

The ion irradiation data has been extensively reviewed. The major conclusion that can be drawn from that work is that higher levels of helium (or other implanted gases) lead to a higher cavity density. In an early investigation that was concerned with fission gas bubble formation in fuels, Greenwood et al. used a simple kinetic model to show that the bubble density should be proportional to the gas generation rate to the one-half power. Later theoretical work by Singh and Foreman demonstrated this same power law dependence. A review of the ion data indicates that the experimentally observed dependence varies between about $G_{\text{He}}$ and $1.0$ (ref. 65), where $G_{\text{He}}$ is the helium implantation rate if co-implanted or the helium concentration if the helium is pre-implanted. This same dependence is observed in 20% cold-worked AISI 316 stainless steel irradiated in both the EBR-II and the HFIR as shown in Fig. 15 (refs. 3.14) where the peak bubble density in the HFIR-irradiated specimens is 25 to 30 times greater than in those irradiated in the EBR-II. Since the ratio of the peak helium generation rate in the HFIR to that in the EBR-II is about 200, the cavity densities shown in Fig. 15 correspond to an exponent of about 0.6.

A second significant observation from the ion data is that swelling is not a simple, monotonic function of the helium level or cavity density. Kenik and Lee irradiated a titanium-modified AISI 316 stainless steel with 4 MeV nickel ions at 625°C while co-implanting helium at the rates of 0, 0.2, and 20 appm/dpa (ref. 68). The microstructures they observed at 70 dpa are shown in Fig. 16. Although the cavity density is higher at 20 appm heldpa, the swelling is greater at 0.2 appm heldpa. Part of the explanation for this swelling behavior is the same as that which was proposed to account for the suppression of RIS by high helium levels (i.e., enhanced point defect recombination leading to lower defect supersaturations). At relatively low levels of helium, the primary impact of increasing the helium implantation (or generation) rate is to reduce the time required for the bubbles to obtain the critical number of gas atoms, while simultaneously increasing the cavity density. This leads to increased swelling. However, for higher heldpa ratios, a regime can be reached in which the cavity density becomes high enough that a significant number of the point defects are recombining at the cavities. This reduces the vacancy supersaturation, leading to a greater critical number of gas atoms and therefore extended void swelling incubation time. A second obvious effect that comes into play is that as the bubble density increases, the available helium must be partitioned to more bubbles. This can prolong the incubation time even more strongly. The physical basis for this effect of helium on swelling was first described by Odette and Langley and it has been discussed in more detail by Mansur et al. Additional verification of this mechanism is provided by many experiments. Three will be mentioned here. The first is the comparison of 20% cold-worked AISI 316 stainless steel irradiated in the EBR-II and the HFIR at 500-550°C to 69 and 61 dpa, respectively. The cavity microstructures observed for these two irradiation conditions are shown in Fig. 17 (refs. 3.14, 65). The cavity densities plotted in Fig. 15 correspond to these microstructures. In this case, the high bubble density induced by the helium in the HFIR has resulted in much lower swelling. Another significant experiment was designed by Lee and Mansur to explore the influence of a high cavity sink strength on helium partitioning. They...
irradiated several austenitic alloys with nickel ions and co-implanted helium at the rate of 20 appm/dpa. They obtained a very high bubble density in some of the alloys by inducing extensive bubble nucleation on a fine dispersion of phosphide precipitates. The implanted helium prevented void formation up to 109 dpa.

A third relevant experiment is one that was planned to help verify the inference that a high cavity sink strength could extend the incubation time. Specimens were irradiated in the HFIR at 400, 500, and 600°C to a dose of about 20 dpa to establish a high bubble density. These specimens were subsequently irradiated in the FFTF for another 38 dpa along with identical specimens that had not been previously irradiated. Unfortunately, during the FFTF irradiation, an operational error led to a short (~60 min) excursion during which the temperature of the specimens irradiated at 500 and 600°C increased by up to 200°C. This makes the interpretation of the results at these temperatures somewhat ambiguous. The 400°C data from the sequential irradiation experiment are not clouded by this uncertainty and some of this data is shown in Fig. 18(a) (ref. 72). The specimen irradiated in only the FFTF appears to be exhibiting the behavior that one would expect based on earlier EBR-II data, as shown. The swelling incubation time does appear to be somewhat longer for the PCA alloy than for n-lot. This is to be expected since PCA was developed to yield improved swelling behavior. However, the specimen that was irradiated in the HFIR prior to the FFTF irradiation has not followed the expected behavior. The swelling observed in this specimen at a total dose of 58 dpa is much less than that observed after only 38 dpa in the FFTF. The swelling data for 20% cold-worked material (n-lot) at 500 and 600°C from this same experiment are shown in Fig. 18(b) (ref. 73). The expected behavior is again represented by a data band from EBR-II irradiations. The specimens that were pre-irradiated in the HFIR at these temperatures appear to be demonstrating a much longer swelling incubation time also. Since the material that was irradiated only in the FFTF appears to be following the expected behavior, it appears that the short over-temperature transient did not have a significant impact on the observed swelling. Therefore, the extended incubation time at these temperatures can also be attributed to the high bubble density formed during the HFIR component of the irradiation.63,72

The MFE-4 spectral tailoring experiment provided the first swelling data that were generated by neutron irradiation at the fusion Hefdp/a ratio. Furthermore, comparing the values in Tables 1 and 2 shows that the damage rate in this experiment was near that which will be obtained in a DT fusion reactor with a modest wall loading. In higher powered fusion reactors, the MFE-4 damage rate would be reached some short
distance into the blanket. Some of the swelling data from this experiment are shown in Fig. 19. Here the swelling observed in solution-annealed PCA after irradiation in the FFTF, HFIR, and the MFE-4 experiment in the ORR to roughly 10 dpa are compared as a function of the irradiation temperature.55 Clearly, the swelling below 600°C has been greatly accelerated by irradiation at the fusion He/dpa ratio. The cavity microstructures that correspond to the 400 and 500°C data points in Fig. 19 are shown in Fig. 20 (ref. 55). The expected influence of helium on the cavity density is observed. Irradiation at the fusion He/dpa ratio has produced a lower total cavity density (bubbles plus voids) than was obtained in the HFIR. However, the swelling is greater at 400 and 500°C because a greater fraction of the bubbles have converted to voids at the intermediate (fusion) He/dpa ratio. Compared to irradiation in the FFTF, irradiation at the fusion He/dpa ratio has led to both a higher total cavity density and higher void density. The swelling of 25% cold-worked material in the MFE-4 experiment was similarly increased.55 The dependence of swelling on the He/dpa ratio observed in this comparison is consistent with the ion irradiation data, the earlier EBR-II/HFIR comparisons and the simple theoretical arguments mentioned above. Using a rate-theory-based model of void swelling that incorporated the concepts discussed in Sect. 2, Stoller and Odette predicted that such non-monotonic swelling behavior could occur.74 A comparison of their predictions with the 500°C swelling data from Fig. 19 is shown in Fig. 21. Although the model predictions were at a higher dose, the expectation of increased swelling at an intermediate He/dpa ratio has been realized in the data.

It should once again be mentioned that the damage rate in the MFE-4 experiment was lower than in the corresponding experiments in the FFTF and the HFIR. French fuel pin data56,57 has been used to suggest that the lower damage rate is the variable responsible for the higher swelling.75 However, a closer examination of the fuel pin swelling data finds that the correlation between the two data sets is only superficial. It is true that in both the inter-reactor comparison just described and in the fuel pin data that the swelling incubation time appears to be shorter at the lower damage rates. But, it has already been pointed out that the dislocation structures obtained in the MFE-4 experiment were not consistent with a damage rate effect on the microstructure. In addition, the temperature dependence of the effect is different in the two data sets. In the fuel pin data, a lower damage rate shortens the incubation time most for temperatures above 600-550°C. Below about 450°C, it appears that a lower damage rate has little effect on the incubation time, or may actually increase it.76 Contrary to the proposed damage rate effect, the present FFTF-ORR-HFIR comparison shown in Figs. 19 and 20 indicate that at 600°C the higher damage rate environment (HFIR) has the shorter incubation
Fig. 20. Cavity microstructures observed in solution-annealed PCA after irradiation at 400 and 500 °C to 9 to 15 dpa in the FFTF, HFIR, and MFE-4 spectral tailoring experiment in the ORNL-QWG.

Fig. 21. Comparison of observed and predicted swelling as a function of He/dpa ratio. ORR data from MFE-4 spectral tailoring experiment and model predictions from Stoller and Odette.
time. In the data at 500°C, the incubation time is shortest for the lower damage rate MFE-4 experiment and this same behavior persists down to 400°C. In a relevant experiment, Kimoto et al. investigated the influence of damage rate on swelling in Japanese PCA (J-PCA) and Type 316 stainless steel. Their specimens were implanted with 10 appm helium at room temperature prior to proton irradiation at 550°C to 20 dpa at damage rates of $1.5 \times 10^{-4}$ and $2.0 \times 10^{-4}$ dpa/s. They observed that damage rate did not influence the swelling of the Type 316 stainless steel specimens and that swelling was lower in J-PCA after irradiation at the lower damage rate.

There is additional data that indicates that it is the He/dpa ratio, rather than the damage rate, that is responsible for the higher swelling observed in the spectral tailoring experiment. Hamilton et al. have reported swelling data for several Fe-Ni-Cr ternary alloys that were irradiated in the MFE-4 experiment in the ORR and in the AD-1 experiment in the EBR-II. The damage rate in the EBR-II is similar to that in the FFTF and the HFIR. The swelling data from ref. 78 have been re-plotted as a function of temperature in Fig. 22. In this case, it is clear that the lower damage rate in the ORR did not lead to a shortened incubation time. Instead, in spite of the fact that the dose is higher, somewhat lower swelling is observed in the ternary alloys after irradiation in the MFE-4 experiment. Irradiation at the fusion He/dpa ratio has also altered the temperature dependence of swelling observed at 10 dpa. This is consistent with the data shown in Fig. 19. In their analysis of the specimens irradiated in the MFE-4 experiment, these authors report an “unanticipated non-monotonic” dependence of swelling on nickel at a nickel content of about 30% (ref. 78). Since helium generation in this experiment is roughly proportional to nickel content, this observation may be due to the non-monotonic dependence of swelling on helium discussed above.

Finally, the results of a recently-completed isotopic tailoring experiment should be discussed. In this experiment, a number of Fe-Ni-Cr ternary alloys were fabricated with the nickel enriched in the isotope $^{59}$Ni. Specimens were then irradiated in the FFTF to 12, 14, and 9 dpa at 365, 495, and 600°C, respectively. Helium generation in the $^{59}$Ni bearing alloys led to a He/dpa ratio of $5-8$ appm/dpa, while in control specimens the He/dpa ratio was less than 0.5. Immersion density data for specimens irradiated at 495°C from refs. 25 and 79 are reproduced in Fig. 23. The immersion density data at the other temperatures are similar. It is difficult to draw broad conclusions from this data since the total swelling is small at this low dose. However, higher helium has produced more swelling for all conditions except the solution-annealed Fe-25Ni-15Cr alloy. This is consistent with the observations from the earlier experiments that have already been discussed in that the effect of helium is not always in the same direction. The reported microstructural information is also similar to the results of earlier experiments. Higher helium levels tended to lead to higher cavity densities. The magnitude of the increase in cavity density was a function of alloy composition and whether the material was cold-worked or solution-annealed. The largest increase was by more than an order of magnitude. Consistent with the ion data, the specimens with the higher cavity densities tended to have a smaller average cavity size.

Fig. 22. Swelling behavior of Fe-Ni-Cr ternary alloys observed after irradiation in the MFE-4 experiment in the ORR and in the AD-1 experiment in the EBR-II. The He/dpa ratio in the MFE-4 experiment was about 33, 45, and 56 appm He/dpa in the alloys containing 24, 34, and 45% nickel, respectively. In the AD-1 experiment, the He/dpa ratio was about 03 appm He/dpa for all alloys.
While additional data are needed to determine the degree of helium effects in this experiment, the small differences in swelling observed here may be significant because the swelling rate is low near the end of the swelling incubation time. Differences of 1% in swelling would correspond to a shift of at least 5 to 10 dpa in dose at 500°C.

Overall, the effects of helium on cavity formation and void swelling are complex. However, a few things can be distilled from the broad data base and our present understanding of the mechanisms involved. First, the total cavity density is consistently increased if the helium generation (or implantation) rate is increased. The swelling observed as a result of this higher cavity density may be either increased or decreased. If the cavity density has crossed a threshold value such that the cavities act as a major recombination site for point defects, the incubation time can be extended since the critical number of gas atoms for void formation will increase. At the same time, the higher cavity density will reduce the gas accumulation rate for all cavities. For very high cavity densities, this helium dilution can extend the incubation time considerably. Since the dominant mechanism for void formation requires that bubbles obtain a critical number of gas atoms, swelling incubation times will primarily be determined by the effects of helium on the microstructure. Alloy chemistry and factors such as cavity-precipitate association only alter the critical number of gas atoms, they do not change the nucleation mechanism.

- Fig. 23. Density changes observed in several model alloys after irradiation at 495°C to 14 dpa in the FFTF isotopic tailoring experiment. The Hefdpao ratio is about 0.5 appm Hefdpao for the alloys without 59Ni and 5 appm Hefdpao in the alloys containing 59Ni.

CONCLUSIONS

Helium has been shown to have a strong impact on all the major components of the microstructure of irradiated materials, with the degree and the duration of the effect depending on the level of helium present. Consistent data trends have been demonstrated across a broad range of irradiation conditions, from ion irradiations with helium either pre-implanted or co-implanted, to the more recent spectral and isotopic tailoring experiments. A major practical implication of this work is that swelling exhibits a complex dependence on helium, particularly at low to intermediate doses. Once swelling begins, it accelerates rapidly in most materials. This suggests that the swelling incubation time probably represents an effective component lifetime in a fusion reactor. Attempts to extend the incubation time by alloy design must not ignore helium because it is during this critical period that the effects of helium appear to be strongest.
A simple way to understand some of the observed effects of helium is to consider its influence on point defect recombination. At low doses, helium acts as a powerful vacancy trap. This reduces the rate of bulk recombination and helps promote both bubble and interstitial loop formation. This in turn leads to greater sink densities at higher doses. The microstructure that evolves at higher doses depends on how much the cavity density is increased. If it is only modestly increased, the microstructure will evolve in a manner very similar to that observed under fast reactor irradiation. The only expected difference would be a somewhat shorter swelling incubation time due to the greater helium being available. However, if the cavity density is increased to a sufficient degree that the cavities become a major sink for point defects, another path of microstructural evolution becomes possible. In this case, the high cavity sink strength leads to greater recombination of point defects at the cavities. This reduces the point defect supersaturations and inhibits bubble-to-void conversion because the critical number of gas atoms is increased. This effect is compounded because the available helium has to be partitioned to more cavities. At the same time, RIS and radiation-induced precipitation are reduced because the point defect fluxes that drive RIS have been reduced. Any solute segregation that does take place is also diluted by the higher sink densities. If very high sink densities are maintained, the dilution effect can strongly limit both RIS and void formation.

One purpose of this review was to provide some guidance for those who need to use existing fission reactor data to design early fusion reactors. Such an extrapolation is necessary because of the lack of a high-flux, high-energy neutron source. The available data indicates that this extrapolation is not straightforward. In particular, both the data and well-established theoretical mechanisms that have been used to describe and predict the effects of helium on swelling indicate that swelling is not a monotonic function of the helium generation rate. This means that simple extrapolations of fast reactor swelling data or interpolations between data obtained from low and high helium environments may give results that prove to be nonconservative. Moreover, the results of the MFE-4 experiment emphasize the importance of doing alloy development in an environment typical of the ultimate application. Alloys that were optimized for good swelling resistance based on experiments in the EBR-II, FFTF, and HFIR appeared to swell much more rapidly at the fusion He/dpa ratio. This demonstrated potential for a reduced incubation time at an intermediate helium generation rate emphasizes the need for a proper fusion materials test facility. In the absence of such a facility, the isotopic tailoring experiments that are planned and in progress provide the best available opportunity for obtaining design data that can be used with confidence.
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THEORY OF MICROSTRUCTURE EVOLUTION UNDER FUSION NEUTRON IRRADIATION - N. M. Ghoniem, (University of California, Los Angeles)

OBJECTIVE

The work is intended to give a concise review of the recent developments in the theory of microstructure evolution under fusion conditions. The review focuses on the usefulness of the Fokker-Planck theory to describe the stochastic effects of cascades on microstructures. Recent theoretical insights into the physical origins of spatial instabilities of microstructures are reviewed.

SUMMARY

New concepts are reviewed which replace the conventional separation of microstructure evolution analysis into nucleation and growth. Classical nucleation theory is inadequate under fusion conditions (high helium-to-dpa ratios) and the usual "mean field" approximation of microstructural growth cannot account for cascade effects. A comprehensive theory of microstructure evolution under fusion conditions is formulated based on non-equilibrium statistical mechanics. Dynamic re-solution of helium gas in cavities is shown to result in continuous nucleation of helium-filled cavities. Microstructure evolution (e.g., dislocation loops and cavities) is modeled by kinetic rate equations for small size features and Fokker-Planck (F-P) equations for sizes larger than few atomic dimensions. Semi-analytical and numerical methods are developed for the analysis of microstructure evolution and the results are compared to experiments. The problem of spatial self-organization of microstructures under irradiation is described in terms of a newly developed Ginzburg-Landau-type equation and the results are also compared to experiments.

PROGRESS AND STATUS

Introduction

Understanding the relationships between microstructures and material properties is central to the development of new alloys. This is particularly significant for improving the radiation resistance of structural alloys for fusion reactors. Under the intense neutron radiation environment, large amounts of point defects and gases are generated, driving the solid far from thermodynamic equilibrium. Restoration of the equilibrium state is achieved by a slow evolutionary process of the solid's microstructure. In this respect, point-defect generation by atomic displacements can be viewed as the main driving force for microstructure evolution and, hence, for all property changes in a fusion irradiation environment.

The problem of cavity swelling under irradiation has occupied a central position in the theory of microstructure evolution because of the impact of volumetric swelling on the lifetime of structural components under irradiation. Traditionally, cavity formation in irradiated metals has been theoretically analyzed in two distinct phases: nucleation and growth. It has been implicitly assumed that the nucleation of cavities is a fairly rapid process which is followed by the growth phase. Cavity nucleation theories, as formulated by Katz and Wiedersich [1,2] and equivalently by Russell [3,4], have been motivated by the classical nucleation theory of droplet formation, developed earlier by Becker and Doring [5] and by Zeldovich [6]. Cavity growth, however, has been treated in the "mean field" approximation of identical spherical sinks which grow in the diffusion fields of point defects. The rate theory of "average" cavity growth has been contributed to by many investigators (e.g., Refs. [7-13]), and many features of experimentally observed cavity growth behavior were explained or predicted. However, theoretical inconsistencies within this framework have persisted until recently and they are summarized below.

1. The continuous production of gas atoms and point defects is in contradiction with the termination of nucleation by a sudden decrease in the vacancy supersaturation. (This is a requisite in classical nucleation theory.)

2. Classical nucleation theory predicts nucleation rates which are extremely sensitive to parametric variations, such as surface energy, supersaturation ratio, and number of gas atoms in a cavity. It also does not give quantitative information on cavity densities.

3. Rate theory of cavity growth is unable to explain variations in the size distribution of cavities, their spatial inhomogeneities, and the effects of collision cascades. Coalescence, which can lead to a broadening of the size distribution, is not included in the present analysis. The migration of dislocation loops or cavities is normally a very slow process, relevant only at high temperatures.

Another recent approach to the theory of microstructure evolution has been developed which is based on extending the concepts of nonequilibrium statistical mechanics to describe microstructure evolution, particularly dislocation loops [14-19] and gas-filled cavities [20-25]. This approach overcomes problems associated with the artificial separation of nucleation and growth of microstructural components and the extreme parametric sensitivity of nucleation theory. Additionally, the approach allows for a detailed description of the size distribution of evolving microstructural features (e.g., dislocation loops and cavities), and for the influence of collision cascades.
Certain aspects of the spatial self-organization of microstructures (i.e., void and bubble lattices, and dislocation loop walls and 3-D cubic arrangements) can be explained as dynamical instabilities resulting from the interaction of the spatio-temporal diffusion fields of mobile point defects and the immobile microstructures. Recent progress in this area can be found in Refs. [26-32].

In this paper, we present a review of a statistical theory of cavity and loop evolution under fusion neutron-irradiation conditions. We also show that spatial instabilities in the point-defect diffusion fields can lead to an explanation of experimentally observed features of dislocation-loop self-organization. In Section 2, we give the main equations which define, in a unified way, the nucleation and growth aspects of microstructures in the framework of statistical mechanics. This is followed by the theory of self-organization in Section 3. The results of example computations are given in Section 4, and conclusions are stated in Section 5.

Statistical Theory of Microstructure Evolution

Helium migration under irradiation is determined by a competition between the rate of transport through the lattice until it is trapped, and the detrapping rate from helium-vacancy (He-V) clusters. Near steady state, however, the most effective traps are single vacancies, and the dominant detrapping mechanism has been shown to be by thermal dissociation at high temperatures, by self-interstitial replacement at intermediate temperatures, and by displacement reactions at lower temperatures [33].

The starting point of the theory of microstructure evolution is the Smoluchowsky-Chapman-Kolmogorov (SCK) equation for a Markovian process [34], i.e.,

$$\frac{\partial f}{\partial t} = \int [\omega(\bar{x}',\bar{x},t')f(\bar{x}',t) - \omega(\bar{x},\bar{x}',t')f(\bar{x},t)]d\bar{x}'$$

(1)

where \(f(\bar{x},t)\) is the probability distribution for the stochastic variable \(\bar{x}\) at time \(t\). The transition probability per unit time from state \(x\) to state \(x'\) at time \(t'\) is \(\omega(\bar{x},\bar{x}',t')\). Equation (1) can be reduced to a deterministic rate equation for the concentration of a specific defect cluster (e.g., di-interstitials, di-vacancies, tri-vacancies and two helium atoms, etc.) if the transition probabilities, \(u\), are replaced by reaction rates. This mean-field approximation does not take into account the statistical nature of defect production, cascade effects, and the arrival and absorption of single and multiple defects at defect clusters.

Since defect clustering is driven by the concentration of three types of monomers (vacancies, interstitials, and helium), we would have a coupled hierarchy of discrete equations for the probability distribution, \(f\), using rate or master equations of the form given by Eq. (1). One unique feature of microstructure evolution under irradiation, however, is that the size of atomic transitions \(\Delta x = x' - x\) is generally smaller than the defect-cluster size, \(x\). The mobility of large defect clusters \(\geq 3\) is negligible and, hence, one can derive a F-P equation as an approximation to the master equation [Eq. (1)].

The transition probability from a defect-cluster size \(x\) to size \(x'\), \(\omega(x',x,t')\), can be redefined in the following way:

$$\omega(x',x,t') = W(x',x-x',t') = W(x-x',t',\vec{r},t)$$

(2)

In Eq. (2), we distinguish between slow \((\vec{r},t)\) and fast \((x',x,t')\) variables. By expanding the function \(W(x-x',\vec{r},t)\) in a Taylor series for the slow variable \((x')\), truncating to second order, and integrating over an appropriate correlation time, \(T\), we obtain the F-P equation:

$$\frac{\partial f(x,t)}{\partial t} = \frac{1}{2} \sum_{i,j} \frac{\partial^2}{\partial x_i \partial x_j} \left< r_i r_j > f \right> - \sum_i \frac{\partial}{\partial x_i} \left< r_i > f \right>$$

(3)

where

$$\left< r_i > (x,t) = \frac{1}{T} \int_0^\infty \int_0^\infty r_i w(\bar{x},r,t,T)drdT$$

(4)

and

$$\left< r_i r_j > (x,t) = \frac{1}{T} \int_0^\infty \int_0^\infty r_i r_j w(\bar{x},r,t,T)drdT$$

(5)

The indexes \(i\) or \(j\) represent the dimension in cluster size space (1-D for interstitial loops and 2-D for a He-V cluster). Equations (4) and (5) give the first and second moments of the transition probabilities. The correlation time, \(T\), is chosen to represent the appropriate physics of the relevant transition (e.g., inverse of arrival frequency for single-atom transitions or cascade-production frequency for cascade-induced transitions). Equation (4) represents the elements of a drift vector, while Eq. (5) is used to derive the elements of a dispersion tensor. A schematic representation of this model is shown in Fig. 1.
The following is a summary of the general procedure for the implementation of the theory. A set of rate equations for the concentrations of single defects and small defect aggregates is formulated to represent time-dependent nucleation. Larger-size defect clusters are treated by the F-P approximation given by Eq. (3), with the transition moments obtained via Eqs. (4) and (5). The rate equations are coupled to the F-P equation through a current boundary condition, and the solution is obtained semi-analytically as in Ref. [19], or numerically as in Ref. [25].

**Interstitial loop evolution**

The diffusion coefficient of self-interstitials is generally several orders of magnitude higher than that of vacancies. As a result, all clustering transition probabilities driven by self-interstitials have much faster time variations than those driven by vacancies. Moreover, an interstitial loop cluster containing 2 to 3 atoms is stable against thermal dissociation. As a consequence, several investigators [14 - 18] have shown that the time scale for interstitial loop evolution is much shorter than that for cavity evolution. This observation simplifies the analysis and the loop evolution can be approximately separated from that of cavities.

Equation (3) can be written in the 1-D form for interstitial loops:

$$\frac{\partial F}{\partial t} = - \frac{\partial}{\partial x} (F f) + \frac{\partial^2}{\partial x^2} (D f),$$

where $x$ is the number of atoms in a loop, $F(x,t)$ is a scalar drift coefficient defined by Eq. (4) and $D(x,t)$ is a scalar dispersion coefficient defined by Eq. (5). Analytical moment equations have been developed from Eq. (6) in the form of evolution equations for the average size, $<x>$, and higher order moments, $M_r$, $r = 2, 3, \ldots, \infty$. These are given by:

$$\frac{d}{dt} <x> = <F> t \xi_1,$$

$$\frac{d}{dt} M_r = \psi_r t \phi_r + \xi_r, \quad r = 2, 3, \ldots, \infty.$$  

(7)

The symbol $<>$ is used for averages over the loop distribution function. The dispersion functions, $\psi_r$, the distortion functions, $\phi_r$, and the nucleation functions, $\xi_r$, are defined in Ref. [19]. They are also dependent upon the average size $<x>$ and the moments, $M_r$, which couple the system of evolution equations (7).

This system of equations (7) is usually solved numerically, except in special cases where simplifying assumptions can be invoked. Once the moments are determined, the loop size-distribution function, $f$, can be reconstructed as:

$$f(x,t) = \frac{1}{\sqrt{2\pi M_2}} \exp \left[ -\frac{x^2}{2} \right] \left[ 1 + \frac{M_3}{6M_2^{3/2}} H_3(y) + \frac{1}{24} \left[ \frac{M_4}{M_2^2} - 3 \right] H_4(y) \right] \right.$$

$$+ \frac{1}{120} \left[ \frac{M_5}{M_2^{5/2}} - 10 \frac{M_3}{M_2^{3/2}} \right] H_5(y) + \frac{1}{720} \left[ \frac{M_6}{M_2^3} - 15 \frac{M_4}{M_2^2} + 30 \right] H_6(y) \right].$$

(8)

where $y = [(x - <x>/M_2]$ and $H_j$, $j = 1, 2, \ldots, 6$ are the Hermite polynomials.

Application of the theory to interstitial loops, as outlined in this section, has shown that the probability distribution function given by Eq. (8) is consistent with ion-irradiation experiments [16]. The comparison revealed that under cascade-irradiation conditions, cascade-induced fluctuations of loop sizes are the main contributors to the dispersion coefficient, $D$.

**Cavity evolution**

For the case where cascade-induced transitions are not dominant, the six elements in an F-P model of He-V cavity evolution are given by:

$$<r_i^c> = k^{vc} - (k^{ic+ve} + k^{hr}), \quad <r_i^h> = k^{hc} - (k^{he} + k^{hr}),$$

$$<r_v r_v> = \frac{1}{2} (k^{ic+ve} - k^{hr} - k^{vc}), \quad <r_h r_h> = \frac{1}{2} (k^{he} + k^{hr} + k^{hc}),$$

$$<r_v r_h> = <r_h r_v> = k^{hr}.$$  

(9)

where the subscript/superscript notation is as follows: $i$ = interstitial, $v$ = vacancy, $h$ = helium, $c$ = capture, $e$ = emission, $r$ = replacements, and $k$ = reaction rates. In a 2-D size space, He-V clusters would
have trajectories which depend on their initial conditions and the moments of the transition probabilities, given by Eq. (9). Clusters would propagate by a Brownian-like motion in a drift field. The dispersion coefficients are given by the second moments while the drift coefficients are described by the first moments of Eq. (9).

Figure 2 shows the results of computations for the cavity size distribution in stainless steel for HFIR irradiation conditions at 450°C. It is to be noted that the majority of He-V clusters deviate from the state of thermodynamic equilibrium (gas pressure = surface tension stress), and tend to contain more vacancies than necessary for equilibrium. A comparison between computations and HFIR experimental data [35] is shown in Fig. 3. The moments of atomic transition probabilities are computed on the basis of single-atom transitions determined by Eq. (9) The comparison with experimental data indicates that without cascade effects, the width of the computed cavity distribution function is smaller than that observed experimentally.

**Spatial Instabilities and Self-Organization**

Many experimental observations have shown striking spatial regularities in microstructures (e.g., void and bubble lattices, dislocation loop walls, etc.). To illustrate the origins of this self-organization, we include the spatial diffusion operators for vacancies and interstitials, while larger clusters are considered to be immobile. A minimal model is proposed by Murphy [28] in which linear stability analysis is performed on the vacancy and interstitial concentrations and the vacancy dislocation-loop density, \( \rho \). The wavelength predicted from the dispersion relationship by Walgraef and Ghoniem [32] is in good agreement with experiments on loop self-organization. The critical wavelength, \( \lambda_c \), is given by the equation

\[
\lambda_c = 2\pi \left[ \frac{D_v (c_{vl} - c_{vn})}{(1 + B)c v \rho_n} \right]^{1/4}
\]

where \( D_v \) is the vacancy diffusion coefficient, \( c \) is the cascade collapse efficiency, \( 1 + B \) is the displacement bias factor, \( K \) the displacement rate, \( \rho_n \) the network density, \( c_{vl} \) the average thermodynamic vacancy concentration at vacancy loops, and \( c_{vn} \) the average thermodynamic vacancy concentration at dislocations. The wavelength predicted by Eq. (10) decreases with increasing network dislocation density, cascade collapse efficiency, and damage rate. These predictions are consistent with experimental observations [32]. Physically, the strength of point-defect fluctuations is increased by an increase in \( \epsilon \) or \( K \), while a shorter distance to absorption at sinks tends to damp these fluctuations.

In the weakly nonlinear regime, point-defect concentrations can be expanded as a power series in the vacancy-loop density which leads to a Ginzburg-Landau equation for \( \rho \) of the form

\[
\frac{\partial \rho}{\partial t} = \left[ \frac{b - b_c}{b_c} \right] \epsilon^2 \left( \alpha_0 \rho \right) ^2 + v^2 \rho^2 + u^2 \rho - w \rho^3
\]

where \( b = B/\epsilon \), \( \epsilon^2 \alpha \left( \alpha_0 / \rho_0 \right) \), \( v = 2/(x_0)^{3/2} \), \( u = 2/(x_0)^{5/2} \), and \( x_0 = \rho_0 / \rho_n \). The homogeneous solution for the loop density is \( \rho_0 \), \( b \) is the critical value of the bifurcation parameter at the instability, and \( q_c \) is the critical wave vector. The density in Eq. (11) can be expressed in terms of a slowly varying amplitude and the critical wave vector, giving rise to a bifurcation diagram for the amplitude versus the bifurcation parameter. The details of the theory developed by Walgraef and Ghoniem are given in Ref. [32]. A comparison between this theory and experimental observations is shown in Fig. 4. Microstructural self-organization can be explained as a phase transition in analogy to the Landau-Ginzburg analysis.

**Conclusions and Outlook**

The theory of microstructure evolution under irradiation conditions typical of fusion reactor environments (i.e., continuous helium generation and cascade damage) combines nucleation and growth of microstructural features in a unified way. Concepts of non-equilibrium statistical mechanics are used to combine these two phases of microstructure evolution. Applications of the theory to fusion conditions show the following features.

1. Nucleation of interstitial loops is very rapid and has little effect on the evolution of the size distribution function.
2. Cascade-induced fluctuations dominate the dispersion of the loop and cavity distribution functions under fusion conditions.
3. Nucleation of helium-filled cavities will likely be continuous because of the re-solutioning of helium atoms trapped in He-V clusters. The size distribution function will be asymmetric with a long tail towards smaller sizes.
4. Spatially organized microstructures are expected to exist under a wide range of irradiation conditions. They result from spatial instabilities in point-defect concentrations in the presence of cascades.
Fig. 1. Schematic representation of the clustering model. The number of interstitials, vacancies, or helium atoms in a cluster are represented by x.

Fig. 2. Evolution of cavity size distribution HFIR irradiation conditions at 450ºC.

Fig. 3. Comparison of computed and experimentally measured cavity size distribution (histogram) at 14.3 dpa for HFIR irradiation conditions at 450ºC (experimental data [35]).
Detailed and careful experiments are needed to measure the effects of continuous cavity nucleation and of cascade fluctuations on the size distribution functions of microstructural features. Specific experiments can also be devised to directly measure the moments of the transition probabilities as defined by Eqs. (4) and (5). Such experimental details, when correlated to theory, can enhance our understanding of the underlying physics of microstructure evolution under irradiation and, hence, our extrapolation of current data to anticipated fusion conditions.
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FUTURE WORK

No future work on reviewing microstructure evolution theory is planned.
THE EFFECTS OF MANY-BODY INTERACTIONS ON POINT-DEFECT GENERATION - S. P. Chou and N. M. Ghoniem (University of California, Los Angeles)

OBJECTIVE

The displacement damage threshold and the size of point-defect recombination volume are two important parameters for a fundamental understanding of radiation effects. The work is aimed at developing a new composite pair/many-body interatomic potential for low-energy ion collisions in solids. This potential is used in molecular dynamics simulations of collision cascades in copper. Good agreement is obtained with experimental data at 10 K.

SUMMARY

Point-defect generation by energetic displacement events is known to take place when a lattice atom requires an energy several times its lattice binding value. In this energy range, many-body effects are important and interatomic pair potentials generally give poor representations of atomic interactions. By applying our newly developed molecular-dynamics code, CASC-MD, we investigate the influence of many-body interatomic interactions on the generation characteristics of point defects. We use a composite interatomic potential which assumes the pair-potential nature at high energies and the many-body nature, based on the embedded-atom formalism, at low energies. Experimental data at 10 K. Good agreement is obtained with theoretical results.

SUMMARY

The generation of point defects has been studied theoretically by using both the Monte Carlo and the molecular dynamics (MD) methods with pair potentials for high energies [1-14]. Theoretical and experimental results both indicate that atomic displacements occur with a threshold energy on the order of a few times the lattice binding energy. Because pair potentials are generally inaccurate near the displacement threshold energy, the use of pair potentials to study this energy range is questionable. Daw and Baskes [15-16], using the embedded atom method (EAM), formulated the basis for a many-body potential by incorporating the embedding-function contribution to the atomic pair interaction. With a Taylor-series expansion about the equilibrium local electron density, Foiles [17] derived a many-body potential which accounts for the contribution of volume-dependent electron interactions. The EAM potential derived in this way is a good representation of atomic interactions in the sub- and low-eV energy range. Therefore, the cascade interaction is expected to be more precisely described by using a pure pair potential at high energies and the EAM many-body potential in the sub- and low-eV range.

In this work, the incorporation of both pair and many-body potentials into MD simulations is realized through the use of a composite spline technique. A brief discussion of the main features of a newly developed MD code, CASC-MD, is given. The collision-cascade interaction dynamics and calculations of the displacement threshold surface in copper are studied by using the Born-Mayer pair potential and comparing the results to the newly developed composite potential. Comparisons with earlier computer simulations by King and Benedek [12-14] are then made. The effects of temperature on the length of the replacement collision sequence are also studied.

PROGRESS AND STATUS

Introduction

The generation of point defects has been studied theoretically by using both the Monte Carlo and the molecular dynamics (MD) methods with pair potentials for high energies [1-14]. Theoretical and experimental results both indicate that atomic displacements occur with a threshold energy on the order of a few times the lattice binding energy. Because pair potentials are generally inaccurate near the displacement threshold energy, the use of pair potentials to study this energy range is questionable. Daw and Baskes [15-16], using the embedded atom method (EAM), formulated the basis for a many-body potential by incorporating the embedding-function contribution to the atomic pair interaction. With a Taylor-series expansion about the equilibrium local electron density, Foiles [17] derived a many-body potential which accounts for the contribution of volume-dependent electron interactions. The EAM potential derived in this way is a good representation of atomic interactions in the sub- and low-eV energy range. Therefore, the cascade interaction is expected to be more precisely described by using a pure pair potential at high energies and the EAM many-body potential in the sub- and low-eV range.

In this work, the incorporation of both pair and many-body potentials into MD simulations is realized through the use of a composite spline technique. A brief discussion of the main features of a newly developed MD code, CASC-MD, is given. The collision-cascade interaction dynamics and calculations of the displacement threshold surface in copper are studied by using the Born-Mayer pair potential and comparing the results to the newly developed composite potential. Comparisons with earlier computer simulations by King and Benedek [12-14] are then made. The effects of temperature on the length of the replacement collision sequence are also studied.

Development of CASC-MD

Spline potential

A molecular dynamics code, CASC-MD, has been developed to study low-energy collision cascades. The unique features of this code are the use of a more realistic potential for the description of atomic interactions and the incorporation of viscoelastic boundary conditions. A cubic-spline scheme is used to bridge the gap between the low-energy EAM many-body potential and the high-energy pair potential. The low-energy many-body potential for a solid at or near equilibrium is derived from the total energy of a system of atoms by using the EAM which is based on local density approximation. This many-body potential is derived by Daw, et al. [15-17] and has the form

$$\phi_{\text{EAM}} = \phi_{1j}(R_{ij}) + 2 \frac{\delta F_{1}(\bar{\rho}^{a})_{1j}(R_{ij})}{\delta \rho} \rho_{1j}(R_{ij})^{2} \left[\rho_{1j}(R_{ij})\right]^{2}$$  (1)

where i and j are indices of interacting atoms, $\bar{\rho}^{a}$ is the local average background electron density on atom i, $\rho_{1j}(R_{ij})$ is the local average electron density contribution from atom j to atom i at a separation distance of...
R_{ij}, and \phi_{ij} is the core-core repulsive potential between atoms i and j. The range of this potential extends to the third nearest neighbors.

The high-energy pair-interaction potential is well represented by the Ziegler potential [18]. The transition from high- to low-energy interactions is represented by a cubic-spline potential function which is adjusted to guarantee continuity of potential and force at two spline points, \textbf{r}_1 and \textbf{r}_2, located along the interatomic separation distance. Details of the method are given in Ref. [19]. Figure 1 shows a 3-D plot of the composite potential as a function of the distance between interacting atoms and the total local electron density for nickel atoms. The transition region is taken to be from 1.5 to 2.0 Å. It is worth mentioning that the selection of \textbf{r}_1 and \textbf{r}_2 is achieved by requiring smooth force variation over the transition region. Improper choices of spline boundaries can artificially introduce high potential minima and maxima which locally trap recoils.

Widom dynamics scheme and boundary conditions

In MD simulations, the motion of a system of particles can be fully described by the solutions of a system of Newtonian equations of motion. Equations of motion (EOMs) are integrated using an explicit leapfrog technique (see Ref. [19]).

In equilibrium MD simulations, it has been established that the dynamic behavior of a small number of atoms can be a valid statistical representation of the solid as long as periodic boundary conditions and velocity renormalization are used [10]. In equilibrium phase-transition problems, sample sizes up to 250,000 atoms have been used. However, in our cascade simulations, we are not interested in simulating a global phenomenon (e.g., phase transitions) for which an increase in the size of the computational box is likely to give more accurate results. Rather, the size of the computational box is determined solely by the energy dissipation rate at the boundary. Ideally, and in an infinite solid, the excess kinetic energy of the primary knock-on atom (PKA) must eventually be dissipated to the outside world or else it will lead to a uniform temperature rise. Practically, however, we are more interested in the study of energy dissipation in the generation of point defects. We introduce an arbitrary cutoff kinetic energy per atom (say, 1 eV), below which cascade simulation for the purpose of point-defect generation is no longer suitable. The number of atoms for a particular cascade simulation is chosen to guarantee that no energy reflection occurs at the boundary in a way which alters atomic rearrangements inside the computational box. We also introduce two atomic planes of special "boundary atoms" which have viscoelastic EOMs in order to simulate cascade energy dissipation into the surrounding solid. Details are given in Ref. [19].

Low-Energy Collision-Cascade Simulations

The dynamics of a collision cascade by a 60-eV (speed = 135 Å/ps) Cu PKA initially along [100] direction on a (001) plane in Cu at 300 K is illustrated in Fig. 2. The X-axis is the particle ID number. It is arranged so that the particle ID number increases along the X direction in the computational cell (boundary atoms are not included). It is clearly shown that the collision cascade subsides quickly in less than 0.15 ps, which is the collisional phase of the cascade evolution. None of the atoms has energy greater than 1 eV (17 Å/ps) at the end of this phase. It is observed that the energy propagation speed is greater than the speed of recoils and far exceeds the speed of sound. This is because the collective interaction is the dominant mode of energy transfer. Figure 3 shows a linear replacement-collision sequence (RCS) generated by the same 60-eV Cu PKA in a layer, which has a thickness of 0.5 lattice constant, with the major interaction plane (001) in the middle. The linear RCS has a length of 5.5 lattice constants. The energy dissipation is preferred along special crystallographic directions (e.g., [100] and [110]). This is clearly shown by the larger-than-thermal vibration movement of the lattice atoms along these directions. Figure 4 shows the effect of temperature on the RCS length by the same 60-eV PKA along the [100] direction. Cascade de-focusing at high temperatures is clearly caused by variations of the impact parameter along the primary focusing direction which results in a shortening of the RCS length. In some cases, no displacement is generated at all. This suggests that the directional displacement threshold energy varies depending on the irradiation temperature. Figure 5 shows CASC-MD calculations of the threshold displacement energy along selected crystallographic directions compared with the numerical results of King and Benedek [14]. For their numerical calculations, King and Benedek used the Born-Mayer pair potential. It appears that the use of the present composite potential results in less sensitive directional variations of the displacement threshold when compared with the results of a pure pair potential. However, our computational results are more consistent with their experimental data on Cu [12-14].

Conclusions and Future Directions

In this work, a molecular dynamics code, CASC-MD, is developed. A composite potential (comprising pair- and many-body-interaction types for high and low energies, respectively) is used and yields good agreement with experimental values for the displacement threshold energy surface. Our results clearly show the influence of temperature on the dynamics of collision cascades and displacement generation. It is also shown that many-body effects are important to consider in the sub- and low-eV energy ranges.
Because of the complicated EAM potential at low energy and its long-range interactions, our analyses have been limited to small computational cells and sub-keV collision cascades. The computational overhead is a major concern for the use of such potentials: 15 minutes of CRAY-2 time for simulations of a computational cell size of 1271 particles with a duration of 1 ps. To extend our calculations to higher cascade energies and larger computational cells requires further development of the present code.
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FUTURE WORK

The Molecular Dynamics code will be modified to study the displacement damage process in SiC for fusion applications.
Fig. 3. Cascade trajectories for a 60-eV Cu PKA incident along the [100] direction in a (001) plane at 300 K. A linear RCS with a length of 5.5 lattice constants is produced.

Fig. 4. The dependence of the linear RCS length on temperature.

Fig. 5. A comparison between the displacement threshold energies along selected crystallographic directions evaluated by CASC-MD simulations and those of King and Benedek [14].
NUCLEATION AND GROWTH THEORY OF CAVITY EVOLUTION UNDER CONDITIONS OF CASCADE DAMAGE AND HIGH HELIUM GENERATION - N. M. Ghoniem (University of California Los Angeles)

OBJECTIVE

Radiation effects on the microstructure are dependent upon the irradiation environment. For fusion machines, it is useful to develop correlations from existing irradiation data. This research is aimed at developing a physical framework which can allow for investigating the effects of collision cascades and helium generation on the evolution of cavities in irradiated steels.

SUMMARY

The evolution of helium-filled cavities during neutron irradiation is analyzed in terms of the stochastic theory of atomic clustering. The conventional separation of nucleation and growth is replaced by a self-consistent evolution model. Starting from kinetic rate (master) equations for the clustering of helium and vacancies, helium mobility, helium-vacancy cluster stability, and cavity nucleation and growth are all included in the model. Under typical fusion irradiation conditions (cascade damage and high helium-to-dpa ratios), the following is suggested: (1) Helium mobility decreases with the evolution of the microstructure. At quasi-steady-state, it is mainly controlled by interstitial replacement or thermal desorption. (2) Gas re-solution from cavities by cascades increases nucleation at high fluences. (3) The cavity size distribution is broadened because of cascade-induced fluctuations. (4) The majority of helium-filled cavities are in a nonequilibrium thermodynamic state.

PROGRESS AND STATUS

Introduction

Under neutron irradiation conditions expected in fusion reactor structural materials, the evolution of microstructures cannot be easily described by the conventional separation into sequential nucleation and growth phases. In particular, helium-filled cavity formation proceeds via competitive reaction mechanisms which render the conventional viewpoint inapplicable. For example, the mobility of helium atoms is dictated by the evolving cavity microstructure. Since helium mobility is controlled by the rates of trapping and detrapping from various helium-vacancy (HV) clusters, it would be inappropriate to assume that it is a constant value. Because cavity nucleation is determined by helium mobility, the two processes are therefore interdependent. Collision cascades interact directly with helium atoms inside cavities and can result in their displacement back into the matrix. This process, called gas re-solution, is dynamic and continuous, resulting in re-nucleation of smaller size cavities, provided that a significant amount of helium has already been introduced into the solid. Nucleation is therefore not terminated, as assumed in classical nucleation theories, but is continuously supplying freshly formed small cavities. Nucleation and growth of cavities are strongly coupled under these circumstances, and the "mean field" approximation used in the rate theory of cavity growth is poor.

Classical nucleation theory was originally applied to the nucleation of voids with no gas assistance. When the theory is used to predict the conditions for condensation of water vapor in air, liquid droplets are found to form at a critical value of the supersaturation ratio (about 5 to 6). As soon as the liquid droplets form, the supersaturation ratio abruptly drops and thereby terminates nucleation. The success of classical nucleation theory critically depends on this aspect. However, these conditions are not met under irradiation because of the continuous production of point defects and gas atoms. The theory (developed independently by Katz and Wiedersich [1] and Russell [2]), and its extensions, displayed several unsettling characteristics. First, nucleation rates and not cavity densities can be predicted. Second, computed nucleation rates are extremely sensitive to the physical parameters (e.g., the interstitial/vacancy arrival ratio, surface energy, and gas pressure). When gas production is predominant, however, as in nuclear fuels or in fusion structural materials, terminal cavity densities can be obtained. The work of Greenwood [3] and of Trinkaus [4,5] are examples of this approach.

Growth of gas-filled cavities has been treated within the framework of the mean field approximation where statistical variations in time and space are averaged. The original developments of Brailsford and Bullough [6], Bullough, Eyre, and Krishan [7], and many others (e.g., Refs. [8 - 11]) have been successful in explaining the gross features of many experimental observations on cavity growth. However, under fusion conditions, the high helium-generation rates and the presence of collision cascades require consideration of additional physical mechanisms which influence the details of cavity growth.

In this paper we give a concise description of our work on HV-cluster evolution under irradiation, as applied to fusion reactor conditions. Analysis of helium transport and its coupling with the transient nucleation of small HV clusters is provided in Section 2. A stochastic approach to the coupled nucleation/growth problem is given in Section 3. The effects of single- and multiple-atom absorption and loss from an HV cluster are incorporated into the framework of Fokker-Planck theory given in Section 4. The resulting equation which describes the evolution of the size distribution is solved by a two-moment approximation in Section 5. Results for the effects of high helium-generation rates and collision cascades are discussed in Section 6, and conclusions are given in Section 7.
Transient Helium Transport and Nucleation

Helium migration and transport is a time-dependent process controlled by the density and distribution of helium traps and by the trapping/detrapping rate of each. Since most helium traps are in the form of single vacancies or small vacancy clusters, it is obvious that helium transport is intrinsically coupled with the nucleation of small HV clusters. As an interstitial atom, helium mobility is very high. Unless helium is migrating between traps, it will be transported quickly to grain boundaries causing severe embrittlement. Therefore, any mechanism that enhances the speed of matrix trapping will be advantageous in preventing grain boundary absorption of helium. To determine the transport and nucleation rates of helium, a model was developed for the reactions between the three primary species (i.e., vacancies, interstitials, and helium) [12].

Rate equations are developed for the concentrations of the following species: (1) free vacancies, $C_v$; (2) self-interstitial atoms, $C_i$; (3) interstitial helium atoms, $C_{gh}$; (4) substitutional helium atoms, $C_{gv}$; (5) di-interstitial helium atom clusters, $C_{2g}$; (6) di-helium, single vacancy clusters, $C_{2v}$; (7) and bubble nuclei containing three helium atoms, $C^*$. These are given by:

$$\frac{dC_v}{dt} = f_G \cdot (\alpha_{e_1} + \delta_6)C_{gv} - \left[ \alpha_{C_1} \cdot \beta_{C_g} + \gamma(C_{s_2} + \beta_{C_{2g}} + \beta_{C_{2gv}} + \beta_{C_{2g}v} + 3\alpha_{C_i}) \right]C_v,$$  

(1)

$$\frac{dC_i}{dt} = f_G \cdot (\beta_{e_1} + \delta_6)C_{gv} \cdot \left[ \alpha_{C_i} \cdot \beta_{C_{2g}} + \gamma(C_{s_1} + \beta_{C_{2g}} + \beta_{C_{2gv}} + \beta_{C_{2g}v} + 3\alpha_{C_i}) \right]C_i,$$  

(2)

$$\frac{dC_{gh}}{dt} = C_H \cdot (\alpha_{e_1} + \delta_6)C_{2g} \cdot \left[ \alpha_{C_i} \cdot \beta_{C_{2g}} + \gamma(C_{s_1} + \beta_{C_{2g}} + \beta_{C_{2gv}} + \beta_{C_{2g}v} + 3\alpha_{C_i}) \right]C_{gh},$$  

(3)

$$\frac{dC_{2v}}{dt} = \beta_{C_{2g}}C_{2g} \cdot \left( \alpha_{e_2} + \delta_6 \right)C_{2g} \cdot \left[ \alpha_{C_i} \cdot \beta_{C_{2g}} + \gamma(C_{s_1} + \beta_{C_{2g}} + \beta_{C_{2gv}} + \beta_{C_{2g}v} + 3\alpha_{C_i}) \right]C_{2v},$$  

(4)

$$\frac{dC_{2g}}{dt} = \beta_{C_{2g}}C_{2g} \cdot \left( \alpha_{e_2} + \delta_6 \right)C_{2g} \cdot \left[ \alpha_{C_i} \cdot \beta_{C_{2g}} + \gamma(C_{s_1} + \beta_{C_{2g}} + \beta_{C_{2gv}} + \beta_{C_{2g}v} + 3\alpha_{C_i}) \right]C_{2g},$$  

(5)

$$\frac{dC_{2g}}{dt} = \beta_{C_{2g}}C_{2g} \cdot \left( \alpha_{e_2} + \delta_6 \right)C_{2g} \cdot \left[ \alpha_{C_i} \cdot \beta_{C_{2g}} + \gamma(C_{s_1} + \beta_{C_{2g}} + \beta_{C_{2gv}} + \beta_{C_{2g}v} + 3\alpha_{C_i}) \right]C_{2g},$$  

(6)

$$\frac{dC^*}{dt} = 2(C_{2g} + \beta_{C_{2gv}})C_{2g} \cdot \left( \alpha_{e_2} + \delta_6 \right)C_{2g} \cdot \left[ \alpha_{C_i} \cdot \beta_{C_{2g}} + \gamma(C_{s_1} + \beta_{C_{2g}} + \beta_{C_{2gv}} + \beta_{C_{2g}v} + 3\alpha_{C_i}) \right]C^*,$$  

(7)

$$\frac{dm_{ppt}}{dt} = \epsilon_{ppt} \beta_{C_{ppt}C_{g}} \cdot \left[ \alpha_{C_i} \cdot \beta_{C_{2g}} + \gamma(C_{s_1} + \beta_{C_{2g}} + \beta_{C_{2gv}} + \beta_{C_{2g}v} + 3\alpha_{C_i}) \right]m_{ppt},$$  

(8)

$$\frac{dm_{gb}}{dt} = \beta_{C_{gb}C_{g}} \cdot \left[ \alpha_{C_i} \cdot \beta_{C_{2g}} + \gamma(C_{s_1} + \beta_{C_{2g}} + \beta_{C_{2gv}} + \beta_{C_{2g}v} + 3\alpha_{C_i}) \right]m_{gb},$$  

(9)

The definitions of various reaction rates are given in Appendix A. Four basic reaction frequencies are used in our analysis:

$$a = 48 \nu_1 \exp(-E_i/kT), \text{ s}^{-1} \quad \text{(self-interstitial rf)}; \quad \beta = 48 \nu_2 \exp(-E_{gh}/kT), \text{ s}^{-1} \quad \text{(helium rf)};$$

$$\gamma = 48 \nu_3 \exp(-E_{2v}/kT), \text{ s}^{-1} \quad \text{(vacancy rf)}; \quad \epsilon = bG, \text{ s}^{-1} \quad \text{(radiation re-solution frequency)};$$

where the atomic jump frequencies are denoted by $\nu_i, \nu_{1,2,3}$ and the migration frequencies by $\beta_{i,gh}$. The re-solution parameter, $b$, is defined as the probability per displacement for dissolving a helium atom back into the matrix. The emission probabilities, $\epsilon_1$ through $\epsilon_5$, are computed from binding energies, as outlined in ref. 12.

Numerical solutions to the reaction rate equations have been developed, and the concentrations were computed as functions of irradiation time. Two major quantities can be obtained from this analysis: (1) the "effective" helium diffusion coefficient and (2) the time-dependent cavity nucleation current. We will show results for the helium diffusion coefficient in this section and will then proceed to describe nucleation and growth of HV clusters.
Helium transport in an irradiated material occurs by one of several mechanisms or channels. A convenient way of defining the effective diffusion coefficient, $D_{\text{eff}}^\text{He}$, is to take the weighted mean of all channels:

$$D_{\text{eff}}^\text{He} = \sum_i \frac{D_i^\text{He} c_i^\text{He}}{\sum_i c_i^\text{He}},$$  \hspace{1cm} (10)

where $D_i^\text{He}$ and $c_i^\text{He}$ are, respectively, the diffusion coefficient of helium and its concentration in channel $i$.

Obviously, the dominant channel will be the one with the highest helium concentration and the highest mobility. This turned out to be a complicated situation during transients, since clustering must be taken into account. Under typical reactor conditions, the length of the transient is strongly dependent upon the temperature and initial sink structure (see refs. 12 and 13). During steady state, however, the effective diffusion coefficient can be obtained by simple analysis (see refs. 4, 13, 14). Fig. 1 shows the effective helium migration energy as a function of temperature for nickel at a displacement damage rate of $10^5$ dpa/s.

The results are shown after an initial transient (i.e., at quasi steady state), and are shown for both numerical solutions of the equations and approximate analytical solutions. The mobility of helium is determined (a) at low temperatures by radiation displacement from atomic-size traps, (b) at intermediate temperatures by the interstitial replacement mechanism, and (c) at higher temperatures by the thermal detrapping mechanism. The abrupt jumps in the migration energy are the result of analytical approximations. They indicate the approximate temperature boundaries for the various dominant mechanisms in nickel under reactor irradiation conditions. Helium mobility by the vacancy mechanism has also been considered by Trinkaus [4] and by Forman and Singh [14].

**Stochastic Description of Nucleation/Growth**

Following Russell [15], we represent an HV cluster as a point in a two-dimensional (2-D) HV phase space. The dynamical equations of motion of this point $(h,v)$ can be written as a set of two Langevin-type equations for the velocity components as:

$$\frac{dh}{dt} = R_h^c - R_h^r + \xi_h(t),$$  \hspace{1cm} (11)

$$\frac{dv}{dt} = R_v^c - R_v^r + \xi_v(t).$$  \hspace{1cm} (12)

Here, the time-averaged (non-fluctuating) rates can be computed from the rate equations (1)-(9): $R_h^c = \text{rate of helium capture}$, $R_h^r = \text{rate of helium re-solution}$, $R_v^c = \text{rate of vacancy emission}$, and $R_v^r = \text{rate of interstitial capture}$. Stochastic fluctuations are represented by the random "forces" $\xi_h(t)$ and $\xi_v(t)$. These random components have a zero time-average, but are characterized by an amplitude and a spectrum. Cascade-induced fluctuations in point-defect concentrations have been studied by Mansur, Coghlan, and Brailsford [16], Marwick [17], and Chou and Ghoniem [18]. Fig. 2 shows the relative value of the root-mean-square (RMS) fluctuation in vacancy concentrations as a function of the cascade radius [18]. It is to be noted that the amplitude of the fluctuation is quite significant, and this will be reflected in the random function, $\xi_v(t)$. It is interesting to see that as the cascade size increases, the fluctuation amplitude decreases for cascades with a radius greater than $-400$ Å. Cascades initiated by 14-MeV neutrons can be several thousand angstroms in size and may, therefore, result in a lower fluctuation amplitude, as compared with fission neutrons. Since the frequency range of the fluctuation spectrum is much higher than inverse relaxation times in cluster phase space, the average value of the phase-space vector can be described by trajectories, each being determined by the initial conditions. Those trajectories are solutions of eqs. (11) and (12), with the fluctuating functions $\xi_h(t)$ and $\xi_v(t)$ set to their time-averaged value of zero.

Stability of the HV cluster can be investigated by examining the phase-plane representation of the nodal lines given by $dh/dt = dv/dt = 0$. The critical points of the solution are obtained by the intersection of the line $dh/dt = 0$ with the line $dv/dt = 0$.

Numerical solutions of eqs. (11) and (12) have been implemented for the conditions of stainless steel irradiated in EBR-II (appm He/dpa $= 0.1$) and HFIR (appm He/dpa $= 57$). The results are shown in fig. 3, where the flow field in the HV phase space is represented by arrows. Fig. 3a illustrates that stochastic fluctuations (e.g., by cascades) are necessary to drive nucleation past the second critical point. On the other hand, it is shown that under high He-to-dpa conditions (fig. 3b), there are no critical points and the flow field propagates smoothly from any small cluster size (e.g., two helium atoms and a few vacancies) to larger ones. Nucleation is expected, therefore, to proceed without the need for stochastic fluctuations.
Fig. 1. Effective helium migration energy for Ni under reactor irradiation as a function of temperature.

Fig. 2. Dependence of the relative root-mean-square (RMS) for vacancy concentration of the fluctuation amplitude on cascade size.

Fig. 3. Phase space representation of the flow field for (a) EBR-II and (b) HFIR conditions. Computations were made for a total sink density of $10^{10}$ cm$^{-2}$ and at 500°C.

This phase-space analysis is useful in damage correlation studies. It can be used to determine if a given damage simulation experiment will lead to the same nucleation and cluster stability conditions as in a fusion reactor.

If the critical HV-cluster size is assumed to contain three helium atoms and one vacancy (see fig. 3b), the nucleation rate can be calculated from the forward reaction rates of eq. (7):

$$\frac{dC_{\text{tot}}}{dt} = [J]^* = 3(\beta C_g + \gamma C_v)C^*$$

The critical nucleus concentration is denoted by $C^*$. In eq. (13), it is assumed that nucleation is driven by further absorption of helium atoms and vacancies at existing clusters which contain three helium atoms. This is a simplified form of the nucleation current, but this simplification is possible because of the high He-to-dpa ratio.

In the present development, the nucleation current $J^*$ has two components which represent one of the boundary conditions to the flow field (shown in fig. 3). The helium- and vacancy-driven components can be represented by, respectively, $J_h$ and $J_v$. Thus
\[ J = J_i + J_j, \]  
where \( i \) and \( j \) are unit vectors in the helium and vacancy directions, respectively.

Fig. 4 shows results of calculations for the total density of HV clusters for the conditions of dual ion-beam irradiation of steel at 625°C [19]. The He-to-dpa ratio is 5 appm He/dpa and the displacement damage rate is \( 3 \times 10^{-3} \text{dpa/s} \).

Continuous nucleation is clearly evident in the experimental results. Our study of the re-solution parameter, \( b \) (the probability of gas re-solution into the matrix per dpa) shows that an average value of \( b \) on the order of unity is consistent with these experiments. The exact value of \( b \) should be determined from theoretical comparisons with experiments under the specific damage conditions. This value represents an average over the cavity size distribution and is quite important in explaining the continuous nucleation of cavities.

The Fokker-Planck Description of Cavity Evolution

The concentration of clusters containing \( h \) helium atoms and \( v \) vacancies at time \( t \) is given by

\[ C(h,v,t)dhdv = C_{tot}(t)P(h,v,t)dhdv, \]

where \( P(h,v,t)dhdv \) is the probability of finding a cluster in the size interval \((h,v) \rightarrow (h+dh,v+dv)\). The time evolution of the probability function in terms of all possible transitions in the HV phase space is given by the master equation

\[ \frac{dP(h,v,t)}{dt} = \sum_k W((h - \Delta h_k),(v - \Delta v_k))P((h - \Delta h_k),(v - \Delta v_k),t) - \sum_k W((h,v) \rightarrow ((h + \Delta h_k),(v + \Delta v_k)))P(h,v,t). \]

Here \( \Delta h_k \) and \( \Delta v_k \) are fluctuations in the helium and vacancy contents, respectively, which are caused by a stochastic process, \( k \). We have shown that when the transition probability, \( W \), and the cluster probability density, \( P \), are both expanded around the point \((h,v)\), one obtains the 2-D Fokker-Planck equation given by

\[ \frac{\partial P}{\partial t} + \vec{V} \cdot \vec{J} = 0, \]

where

\[ \vec{J} = \vec{F}P - \nabla(\nabla P), \]

\[ \vec{F} = \begin{bmatrix} \dot{a}_{1h} \\ \dot{a}_{1v} \end{bmatrix}, \]

is a drift vector and

\[ \dot{D} = \begin{bmatrix} \dot{a}_{2hh} & \dot{a}_{2hv} \\ \dot{a}_{2vh} & \dot{a}_{2vv} \end{bmatrix}, \]

is a diffusion tensor. The components in eqs. (19) and (10) represent first and second moments of the transition probability. Details of the derivation of eqs. (17)-(20) can be found in ref. 20. It is noted, however, that while cascade-induced fluctuations do not affect the magnitude of the first moments \((\dot{a}_{1h} \text{ and } \dot{a}_{1v})\), they increase the magnitudes of the second moments \((\dot{a}_{2hh} \text{ and } \dot{a}_{2hv})\). This can be seen by referring back to fig. 3.
Numerical solution of eq. (17) on an infinite quarter phase plane is given in ref. 20. In this paper, a two-moment solution is presented for simplicity. Under these conditions, the rates of helium (k^g_c), vacancy (k^v_c), and interstitial (k^i_c = k^i_c+v_c) capture, helium replacement (k^g_r), and vacancy emission (k^v_e) can be used to compute the elements of $\mathbf{f}$ and $\mathbf{D}$. These are given by:

\begin{align}
a_{1h} &= k^g_c - (k^g_e + k^g_r), \\
a_{1v} &= k^v_c - (k^i_c + v_c + k^g_r), \\
a_{2hh} &= \frac{1}{2}(k^g_e + k^g_r - k^g_c), \\
a_{2vv} &= \frac{1}{2}(k^i_c + v_c + k^g_r - k^v_c), \\
a_{2hv} &= a_{2vh} = k^g_r.
\end{align}

**Approximate Two-Moment Solution to the Fokker-Planck Equation**

The Fokker-Planck equation (eq. (17)) must be solved for the evolution of the probability density, $P$, in order to determine the nature of the evolving HV clusters. A numerical solution, which is coupled with the transient nucleation condition (eq. (13)), has been developed by Sharafat and Ghoniem [20] for eq. (17). Denoting the cluster size by the vector $\mathbf{x}$, such that

$$\mathbf{x} = x_1 + v_1,$$

and taking the first moment of eq. (17), we obtain

$$\frac{d}{dt} <\mathbf{x}> = \mathbf{f}(<\mathbf{x}>),$$

where the right-hand side represents the drift vector averaged over the probability distribution function. The symbol $<$ > is used to denote this average. Eq. (27) is not a closed equation because of the non-linearity of $\mathbf{f}$. However, to lowest order, one can approximate this equation by

$$\frac{d}{dt} <\mathbf{x}> = \mathbf{f}(<\mathbf{x}>).$$

The integration of eq. (28) gives the trajectory of the average cluster in the growth regime of the flow field shown in fig. 3.

Let us define the variance matrix by

$$\mathbf{C}_X = \mathbf{C}_{X_1 X_1} = <X_1 X_1> - <X_1><X_1>, \quad i,j = h,v.$$

Kinetic equations for the variance matrix can be shown to be given by [17]:

$$\frac{d}{dt} <\Delta X_i \Delta X_j> = <X_i a_{i,j}> - <X_i a_{j,i}> + <X_j a_{i,j}> - <X_j a_{j,i}> + <a_{2,1i}>, \quad i,j = h,v.$$

Eq. (30) is again not closed, and expansions of the parameters around their values at the average trajectory, $<\mathbf{x}>$, would result in an open-ended set of moment equations. Although it is possible to develop coupled equations for higher order moments (see ref. 22), it is sufficient here to develop a lowest order expansion of eq. (30):

$$\frac{d}{dt} <\Delta X_i \Delta X_j> = a_{2,1i}(<\mathbf{x}>).$$

Eq. (31) is the lowest order evolution equation for the variance matrix. The second moments of the transition probabilities, $a_{2,1i}$, are the components of the diffusion tensor (eq. (20)), and are to be evaluated at the average trajectory, $<\mathbf{x}>$. 

We will proceed here by reconstructing the probability density function from its zeroth, first, and second moments. The simplest reconstruction procedure can be based on Gaussian functions, i.e.,

\[ \mathcal{P}(h,v,t) \propto (\delta h \delta v \sqrt{2\pi})^{-1} \exp\left(-\frac{y^2}{2}\right), \]

where

\[ y = \sqrt{\left(\frac{h - \langle h \rangle}{\delta h}\right)^2 + \left(\frac{v - \langle v \rangle}{\delta v}\right)^2} \]

The Effects of Helium and Collision Cascades on Cavity Evolution

The formulation presented in the previous section permits study of the effects of simultaneous helium generation and cascade-induced point-defect fluctuations on cavity evolution. This is certainly useful for extrapolating existing radiation damage data to anticipated fusion conditions where the primary differences in damage parameters are the helium generation rate and the cascade size. Fig. 5 illustrates the propagation of the probability distribution function in size space under typical HFIR and EBR-II-type irradiation conditions for stainless steel at 500°C. The He-to-dpa ratio plays an important role in determining the character of the distribution function. Both the HFIR and EBR-II reactors have similar displacement damage rates of \(10^{-6}\) dpa/s, but differ in the He-to-dpa ratio (i.e., 57 for HFIR and 0.1 for EBR-II). The effects of this large difference between the ratios on the spread of the size distribution can be seen clearly in fig. 5. The low He-to-dpa ratio, characteristic of EBR-II, results in a smaller spread in helium content, and helium plays a small role in cavity evolution. (Notice the different scales between figs. 5a and 5b.) In both cases, however, most of the cavities are not in thermodynamic equilibrium where the gas pressure is balanced by surface tension force [20].

![Fig. 5. Probability distribution function for HV clusters under irradiation of stainless steel at 500°C.](image-url)
Cascade effects on the cavity size distribution are included through the second moments of the transition probabilities in the Fokker-Planck equation. Cascades induce fluctuations in point-defect concentrations, as previously shown in fig. 2. Since the RMS value of the fluctuation depends on the cascade size, we must determine a spectrally averaged value for the variances \( \overline{\delta X_h^2} \) and \( \overline{\delta X_v^2} \). We will treat this problem parametrically here, where we assume that cascades do not change the value of \( \overline{\delta X_h} \) but simply increase \( \overline{\delta X_v} \). Fig. 6 shows the anticipated effects of cascades on the spread of the same size distribution as shown for HFIR conditions in fig. 5. Cascades were assumed to result in a fourfold increase in the magnitude of \( \overline{\delta X_v} \). The point to be made here is that a "broad" size distribution is indicative of an important effect of cascades. Without a systematic experimental/theoretical study, it is difficult to be more quantitative about the effects of cascades on cavity evolution.

Conclusions

Cavity evolution under conditions of cascade damage and high helium generation, which are typical of fusion reactor conditions, is shown to be a continuous process which cannot be easily separated into the classical nucleation and growth regimes. It is also emphasized that the rate of helium transport, which is described as an effective helium mobility, has a strong dependence on HV-cluster evolution. The long transient, associated with high helium mobility, is a result of the concentration build-up of small HV clusters which act as the primary traps for migrating helium. However, the quasi steady-state mobility can be understood in terms of three simple mechanisms: radiation displacement at low temperatures, interstitial replacement at intermediate temperatures, and thermal desorption at high temperatures.

The displacement of helium by cascades from HV clusters results in significant effects on cavity evolution. First, this displacement process provides for an internal source of helium production which, in turn, causes continuous cavity nucleation. Second, the resulting fine distribution of helium nuclei in the matrix is associated with slower growth rates for helium-filled cavities.

The stochastic framework represented by Fokker-Planck theory is shown to be a convenient approach to the analysis of cavity evolution under fusion and simulation conditions. Although the major features of cavity evolution are included in this framework, its utility can be fully exploited by a systematic experimental approach where the basic parameters of the model can be clearly determined.
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Appendix A

<table>
<thead>
<tr>
<th>Notation</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f )</td>
<td>Fraction of point defects surviving in-cascade recombination</td>
</tr>
<tr>
<td>( G )</td>
<td>Displacement damage rate</td>
</tr>
<tr>
<td>( C_S^{ij} )</td>
<td>Equivalent matrix distributed point-defect sink density (i.e., for dislocations, cavities, and grain boundaries)</td>
</tr>
<tr>
<td>( G_H )</td>
<td>Helium generation rate</td>
</tr>
<tr>
<td>( m )</td>
<td>Average number of helium atoms in a cavity</td>
</tr>
<tr>
<td>( c_{tot} )</td>
<td>Total cavity density</td>
</tr>
<tr>
<td>( M_{gb} )</td>
<td>Helium concentration at grain boundaries</td>
</tr>
<tr>
<td>( M_{ppt} )</td>
<td>Helium concentration at precipitate interfaces</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>Matrix cavity combinatorial number</td>
</tr>
<tr>
<td>( \epsilon_{ppt} )</td>
<td>Precipitate cavity combinatorial number</td>
</tr>
<tr>
<td>( C_{ppt} )</td>
<td>Precipitate concentration</td>
</tr>
<tr>
<td>( C_{gb} )</td>
<td>Equivalent distributed sink for grain boundaries</td>
</tr>
</tbody>
</table>

FUTURE WORK

The theory will be further developed to investigate helium and hydrogen cavity formation in SiC composites. The importance of coalescence mechanisms and helium diffusion to matrix/fiber interface will be emphasized.
ISOTOPIC TAILORING WITH $^{59}$Ni TO STUDY THE INFLUENCE OF HELIUM/DPa RATIO ON TENSILE PROPERTY CHANGES.


OBJECTIVE

The object of this effort is to study the separate and interactive effects of helium and other important variables on evolution of microstructure and macroscopic properties during irradiation of structural metals.

SUMMARY

Irradiation of miniature tensile specimens of simple model Fe-Cr-Ni alloys is proceeding in the Fast Flux Test Facility to study the interactive effects of alloy composition, cold work level, helium/DPa ratio and irradiation temperature on the evolution of microstructure and associated changes in mechanical properties. The addition of $^{59}$Ni to these alloys allows side-by-side irradiation of otherwise identical specimens, differing only in helium/DPa ratio. In the absence of differences in displacement rate and temperature history, it is shown that helium in this experiment exerts a rather small influence on tensile properties at 365 and 600°C. While the saturation level of yield stress in Fe-25Ni-15Cr is strongly dependent on irradiation temperature, it is relatively insensitive to cold work level and helium/DPa ratio. At 365°C, the yield strength of Fe-25Ni-15Cr is increased slightly by addition of 0.04 wt% phosphorus.

PROGRESS AND STATUS

Introduction

In a recent review article it was demonstrated that some important early perceptions of the radiation damage community, concerning the influence of neutron spectra on microstructural evolution and its associated changes in mechanical properties, needed significant revision in light of recent insights. Fission-fusion correlation experiments directed toward the influence of helium/DPa ratio and PKA recoil spectra were often difficult to interpret due to the strong influences of displacement rate, temperature history, low energy recoils from softer components of neutron spectra and, in some cases, solid transmutants. It was also shown that materials data published in earlier decades concerning the effects of helium must be reevaluated in light of recent advances in defining and controlling irradiation parameters. In the case of helium effects on mechanical properties, such reevaluation can lead to reversal of the original conclusions.

Until recently it has been impossible to conduct experiments in which spectral-related parameters were varied without also accepting variations in important parameters such as displacement rate and temperature history. However, a technique currently being used allows the study of the influence of helium alone on density change, microstructural evolution and mechanical properties. This technique utilizes isotopic tailoring to vary the helium production rate without introducing changes in neutron spectrum or displacement rate. By producing alloys whose only difference is the presence or absence of $^{59}$Ni, an isotope which does not occur naturally, and irradiating doped and undoped specimens side-by-side in the appropriate reactor spectra, it is possible to generate substantial variations in He/DPa ratio without varying any other important parameter.

A particular advantage of isotopic doping experiments is that one need not be concerned with the details of temperature history, now known to influence heavily the outcome of some fission-fusion correlation experiments. Since both doped and undoped specimens are irradiated side-by-side, the primary variable is still that of helium/DPa ratio only. The production rate of helium is also nearly constant throughout the experiment.

This report addresses a limited subset of tensile specimens irradiated in a larger experiment currently being conducted in the Fast Flux Test Facility (FFTF) utilizing the Materials Open Test Assembly (MOTA).

Experimental Details

The alloys employed in this study were nominally Fe-15Cr-25Ni, Fe-15Cr-25Ni-0.04P and Fe-15Cr-45Ni (wt%) in both the cold worked and annealed conditions. The experimental matrix is shown in Figure 1. These alloys were chosen to complement those in several earlier studies, one in the Experimental Breeder Reactor-I (EBR-I), designated the AD-I experiment, and another conducted in the Oak Ridge Research (ORR) Reactor, designated MFE-4. The acquisition of the $^{59}$Ni, the production of the $^{59}$Ni-doped tensile specimens and their

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RLO 1830.
irradiation conditions are described in Reference 3. Microscopy disks were also prepared and irradiated; the results of the examination of these specimens are described in detail in References 8 and 9. The miniature tensile specimens measured 5.1, 1.0 mm and 0.25 mm in gauge length, width and thickness, respectively. They were tested at room temperature at a strain rate of \( 4.7 \times 10^{-4} \) sec\(^{-1} \) in a horizontal test frame described in Reference 10. Yield strengths were determined at 0.2% offset.

This report will describe only the results of irradiations conducted at 365°C to 6.1 dpa and at 600°C to 8.7 dpa. Testing of specimens irradiated at other temperatures and dpa levels is still in progress.

Irradiation proceeded in the FFTF/MOTA with active temperature control to ±5°C, with one varying but upward excursion, reaching a maximum of -200°C for ≤50 minutes for the 600°C irradiation. While the impact of the excursion is difficult to assess, it was the same for both doped and undoped specimens.

Some specimens were sacrificed to make measurements of the accumulated helium by mass spectrometry, conducted by B. Oliver of Rockwell International. The helium levels attained in the doped specimens were somewhat lower than originally anticipated, reflecting some uncertainty in the softer components of the neutron spectrum. The helium levels measured in the \( ^{59}\text{Ni}-\text{doped} \) specimens were still representative of the intermediate helium/dpa ratios expected in fusion-relevant neutron spectra, however.

Results

Three tensile tests were conducted for each undoped alloy in both the cold worked and the annealed conditions. Since the availability of doped specimens was rather limited, only one was tested for each combination of doped alloy and thermomechanical starting condition. Figure 2 shows that the range of yield strengths in the undoped specimens is not large and that the single doped specimen in each condition did not exhibit any significant difference in behavior. Also shown in Figure 2 are the yield strengths exhibited by the larger unirradiated specimens of the annealed alloys irradiated in the AD-1 and MFE-4 experiments, demonstrating excellent agreement among the three experiments.

Figures 3 and 4 show comparisons of the results of tensile tests conducted on both irradiated and unirradiated specimens. Only one irradiated specimen was available at each condition. Note that the differences observed between specimens with and without \( ^{59}\text{Ni} \) are usually very small, on the order of the variability observed in the unirradiated specimens. The only case where the helium-induced change may be larger than the variability is in the annealed phosphorus-free alloy at 365°C. There also appears to be a tendency for the irradiated strengths of the single doped specimens to be just above that of the single undoped specimens, indicating the possibility that some small increment of the strengthening may be related to the extra helium. There is only one specimen at each condition, however, and this possibility cannot be confirmed.

The data generated using unirradiated miniature specimens in this experiment upholds the claim that the yield strength determined from miniature specimens is representative of similar data from larger specimens, while the ultimate strength and ductility may not be representative. Relative property values for a given specimen type can provide, however, some insight as to the relative effects of experimental variables.

Annealed specimens in the unirradiated condition exhibit elongations of ~30 and ~40% for the Fe-15Cr-25Ni and Fe-15Cr-25Ni-0.04P alloys, respectively, and ~1% for both alloys in the cold worked condition. Irradiation reduces the elongation to ~0.5% at 365°C and ~20% at 600°C, with no obvious dependence on either cold work level or helium content.
Figure 2. Compilation of Yield Strength Data on Unirradiated Specimens in the $^{59}$Ni Isotopic Tailoring Experiment in FFTF-MOTA and Also Several Related Experiments Conducted in Other Reactors

Figure 3. Influence of Phosphorus, Thermomechanical Starting State and He/dpa Ratio on Yield Strength Changes of Irradiated Fe-15Cr-25Ni at 365°C and 6.1 dpa (He/dpa ratios of 0.3 and 13.9).
Discussion

It is obvious that irradiation at 365°C leads to large increases in strength for both the annealed and cold worked conditions of Fe-15Cr-25Ni and Fe-15Cr-25Ni-0.04P. As shown in Figure 3, saturation appears to be occurring with the saturation levels of both alloys independent of the starting state, with cold worked and annealed steels converging within 6.1 dpa. Phosphorus additions increase the strength of both unirradiated and irradiated alloys, although the strengthening increment is somewhat larger for the irradiated condition.

Figure 4 shows that convergence of the yield strength of annealed and cold worked Fe-15Cr-25Ni also appears to be occurring during irradiation at 600°C, but at a level intermediate to the two original starting states, reflecting a net softening of the cold worked alloy. Once again, the difference between the presence or absence of 59Ni is very small compared to the scatter observed in the data obtained using unirradiated specimens.

The convergence of strength at a level dependent on irradiation temperature but not starting state is consistent with the results of earlier studies on 316 stainless steel and arises primarily from a convergence of dislocation and loop microstructure, which is also known to be independent of helium/dpa ratio at sufficiently high displacement levels. Kawanishi, Garner and Simmons and Stubbins and Garner confirm that the large difference in initial dislocation density indeed disappears in these experiments, although at 600°C there is still a sufficiently large difference in both network and loop densities to account for the residual difference in strength seen at 600°C and 8.7 dpa. Phosphide precipitates form in both the annealed and cold worked conditions at 600°C and contribute to the strengthening. Kawanishi et al. notes that no phosphide precipitates occur at 365°C and Stubbins and Garner note that a similar situation occurs at 495°C, in agreement with another study conducted by Muroga, Garner and McCarthy on a larger series of phosphorus-modified Fe-15Cr-25Ni alloys irradiated in EBR-II at eight different temperatures. The role of phosphorus in strengthening of irradiated alloys in the absence of precipitation lies in its ability to influence the evolution of dislocation, loop and void microstructure while in solution, in agreement with the results of other studies. The major conclusion of microscopy studies conducted on these three alloys is that helium can influence the details of the microstructure somewhat, sometimes increasing or decreasing the densities of each component at a given fluence level and alloy condition, but the net macroscopic effect is small, not only on void swelling but also on other macroscopic properties such as yield strength.

![Figure 4](image-url)
In the MFE-4 and AD-1 experiments on which the $^{59}$Ni experiment was based, it was noted that a significantly higher level of strengthening occurred in the MFE-4 experiment for all compositions and irradiation temperatures studied. The MFE-4 experiment was conducted to somewhat higher dose levels, however, and proceeded at an order of magnitude lower displacement rate. It appears from the results of the present study that differences in these parameters may have determined the differences in tensile behavior much more than differences in helium/dpa ratio.

CONCLUSIONS

When the effect of helium production rate on microstructure and tensile properties of simple model Fe-Cr-Ni alloys is studied at levels relevant to both fast reactor and fusion reactor applications, it appears that helium sometimes exerts only a second order influence, and its effect can be easily overwhelmed by differences in variables such as displacement rate and temperature history.
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FUTURE WORK
This effort will continue, utilizing specimens irradiated to higher neutron exposures.
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THE EFFECT OF HELIUM ON MICROSTRUCTURAL EVOLUTION IN AUSTENITIC STEELS AS DETERMINED BY SPECTRAL TAILORING EXPERIMENTS. N. Sekimura, University of Tokyo, F. A. Garner, Pacific Northwest Laboratory, and R. D. Griffin, University of Wisconsin-Madison

OBJECTIVE

The object of this effort is to determine the separate and synergistic effects of helium/dpa ratio and other important environmental and material variables on the swelling, microstructural evolution and tensile properties of austenitic alloys.

SUMMARY

Fe-15Cr-XNi alloys irradiated at both low (0.66 to 1.2) and very high (27 to 58) helium/dpa levels exhibit significantly different levels of strengthening due to an unprecedented refinement of cavity microstructure at the very high helium levels. When compounded with the nickel dependence of helium generation, the cavity distribution for some irradiation conditions and alloy compositions can be driven below the critical radius for bubble to void conversion, leading to a delay in swelling.

PROGRESS AND STATUS

Introduction

A variety of experiments are underway at Pacific Northwest Laboratory to assess the interactive influence of helium generation rate and other important variables on the radiation-induced evolution of both microstructure and mechanical properties of simple metals and Fe-Cr-Ni austenitic alloys. One of these involves a comparison of the response of a series of Fe-15Cr-XNi and Fe-YCr-35Ni alloys in two reactors, EBR-II and ORR.

The AD-1 experiment was conducted to doses of 9.5 to 11.3 dpa in EBR-II at the relatively low helium/dpa ratios typical of fast reactors. The ratios range from 0.66 to 1.2 appm/dpa for nickel levels of 25 to 45%. The MFE-4 experiment was conducted in ORR to doses of 12.2 to 14.3 dpa at helium/dpa ratios ranging from 27 to 58 appm/dpa. For a given irradiation temperature the displacement level was independent of nickel content in EBR-II, but this was not the case in ORR, where the 58Ni(n,p)59Ni(n,a)56Fe reaction that produces the large helium levels in this reactor also makes a measurable contribution to the displacement rate (see Table 1).

Table 1
Displacement and Helium Levels(a) in the MFE-4 Experiment in ORR

<table>
<thead>
<tr>
<th>Composition, wt%</th>
<th>330 and 400°C</th>
<th>500 and 600°C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dpa</td>
<td>He. appm</td>
</tr>
<tr>
<td>Fe-15.7Ni-14.7Cr</td>
<td>13.4</td>
<td>371</td>
</tr>
<tr>
<td>Fe-24.4Ni-14.8Cr</td>
<td>13.6</td>
<td>463</td>
</tr>
<tr>
<td>Fe-30.1Ni-15.1Cr</td>
<td>13.8</td>
<td>555</td>
</tr>
<tr>
<td>Fe-34.5Ni-15.1Cr</td>
<td>14.0</td>
<td>647</td>
</tr>
<tr>
<td>Fe-45.3Ni-15.0Cr</td>
<td>14.3</td>
<td>832</td>
</tr>
</tbody>
</table>

(a) These values were calculated using dosimetry calculations and measurements provided in Reference 2 for individual elements. Note that the dpa levels increase with nickel content, reflecting the contributions of the Fe recoil atom during helium production.

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RLO 1830.
Another significant difference between the two experiments arises from the roughly order of magnitude difference in displacement rate, with MFE-4/ORR proceeding at a lesser rate than AD-1/EBR-II. Microstructural evolution is known to be sensitive to displacement rate, a consideration which complicates the comparison of the results of these two experiments.

Figure 1 compares the swelling behavior of these two experiments, measured using immersion density. Note that while there is no significant amount of swelling for any nickel level at 400°C in ORR at 13.4-14.3 dpa, measurable amounts of swelling were found at only 9.5 dpa in EBR-II at 395°C, with swelling exhibiting the decreasing dependence on nickel content commonly observed in many other experiments. Figure 2 shows another feature of the results of the EBR-II/ORR comparison. Throughout the temperature range studied the radiation-induced changes in yield strength are larger in ORR than in EBR-II.

The microstructural origins of the behavior shown in Figures 1 and 2 are being sought using transmission electron microscopy. Although the microscopy has been finished, the analysis of the micrographs is still in progress.

**Figure 1.** Comparison of Swelling Behavior in Fe-15Cr-XNi Alloys in Two Different Reactors

### Results

The analysis effort has concentrated first on Fe-15Cr-XNi irradiations conducted at 400 and 500°C in ORR and at 395 and 450°C in EBR-II. The EBR-II data at 450°C were reported in an earlier paper. A comparison is shown in Figure 3 of the swelling in ORR as determined by both immersion density and microscopy, showing relatively good agreement. No precipitates were observed in any alloy. As can be seen in Figure 4 the major difference between the two sets of irradiations is reflected in the cavity density. Whereas the EBR-II cavity densities exhibit the usual trends, decreasing both with irradiation temperature and nickel content, the densities reached in ORR not only increase with nickel content but reach levels that are two to three orders of magnitude larger than in EBR-II. At 400°C cavity densities in excess of $10^{17}$ cm$^{-3}$ are some of the largest ever observed in reactor irradiation studies. The cavity densities at 400°C are clearly saturating at levels that increase with nickel, but they are not as sensitive to nickel content as was observed at 500°C. In contrast to the behavior observed at 500°C, the cavity sizes at 400°C increase with nickel content as do those at 330°C. as shown in Figure 5. Note that the cavity sizes for the most part do not change significantly between 330 and 400°C.

The width of the size distribution of the voids in the ORR experiment at 500°C was observed to become progressively smaller as the nickel content increased, as shown in Figure 6. This contrasts with the behavior observed in EBR-II, where voids are in general larger but whose sizes are relatively independent of nickel content at a given irradiation temperature.
FIGURE 2. Comparison of Radiation-induced Changes in Yield Strengths of Fe-15Cr-XNi and Fe-YCr-35Ni Alloys Irradiated in the AD-1 Experiment in EBR-II and the MFE-4 Experiment in ORR.

FIGURE 3. Excellent Agreement Between Two Different Measurements of Swelling Observed in Fe-15Cr-XNi Alloys Irradiated in ORR.
FIGURE 4. Void Densities Observed in the Fe-15Cr-XNi Alloys Irradiated in EBR-II and ORR. Voids sizes in Å are included in parentheses.

FIGURE 5. Cavity Sizes Observed in Fe-15Cr-XNi Alloys Irradiated in ORR at 330 and 400°C
Although the data are still being analyzed, it appears that there is some refinement of the dislocation loop microstructure in the higher helium experiment but that the degree of refinement is much smaller, on the order of a factor of two or three in the loop density.

Discussion

In the range 400-500°C the swelling in EBR-II is known to exhibit a transient regime of -10 dpa prior to swelling at a rate of -1%/dpa. If this trend also pertains to swelling at the lower displacement rate of ORR then these alloys would have accumulated 280-580 appm helium prior to reaching the 10 dpa level. The large decrease in swelling at 400°C at all nickel levels relative to that of EBR-II may reflect the impact of the very large and almost unprecedented density of cavities.

The swelling in ORR at 500°C increases with declining nickel content as the void density decreases from the 10^{17} to the 10^{18} cm^{-3} level, but at this temperature in EBR-II it is expected that swelling would also increase as the nickel level falls. Thus the behavior observed at 500°C must reflect not only some aspect of the helium-induced refinement but also the earlier defined effect of nickel on swelling via its effect on vacancy diffusivity and dislocation bias at low helium levels.

It is significant that the cavity sizes at 45 Ni and 500°C, as well as at all nickel levels at 400°C, are small enough that they are most likely helium bubbles rather than voids. At these sizes, the cavities may have been driven below the critical radius for bubble-to-void conversion. Although the swelling in ORR at 400°C is significantly less than that observed in EBR-II, the extensive refinement of the small amount of swelling present is probably the major reason for the much larger level of strengthening observed in the tensile tests on ORR irradiated specimens. Preliminary analysis of the microstructural results indicates that, at all irradiation temperatures studied, the refinement of swelling (along with a smaller refinement of loop microstructure) is sufficient to account for the higher levels of strengthening observed in the ORR experiment.

It should be cautioned, however, that the helium/dpa ratios employed in the ORR test are much larger than anticipated in proposed fusion neutron spectra. Similar tests conducted using isotopic doping at more appropriate helium/dpa levels do not show such a large effect of helium on microstructure and tensile properties.
CONCLUSIONS

Comparison of microstructures developed in Fe-Cr-XNi alloys irradiated in EBR-II and ORR shows that very large amounts of helium can significantly strengthen alloys via their effect on refinement of cavity microstructure. In addition, this refinement may have as one of its consequences a reduction of individual cavity sizes below the critical radius of bubble-to-void conversion for some alloy and irradiation conditions.

FUTURE WORK

This effort will continue, focusing on extraction of microstructural data from micrographs and on calculation of strength increases expected from the measured microstructural densities.
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OBJECTIVE

The object of this effort is to determine the origins of radiation induced changes in structural materials.

SUMMARY

The interstitial and vacancy biases for an edge dislocation in a binary alloy were examined, assuming the existence of an equilibrium Cottrell atmosphere around the line defect. The Larche' and Cahn treatment of stress relaxation due to a solute atmosphere was employed with the Wolfer and Ashkin formulation for the bias of an edge dislocation to compute the bias as a function of nickel concentration in the Fe-Ni system. Using the minimum critical void radius concept, the concentration-dependent bias offers a plausible explanation for the minimum in swelling observed at intermediate nickel levels and the gradual increase in swelling at higher nickel levels.

PROGRESS AND STATUS

Introduction

The swelling behavior of irradiated metals is strongly dependent on composition. For example, in Fe-Cr-Ni alloys the swelling at relatively high temperatures decreases strongly with nickel until some intermediate level of 40-60% nickel is reached. Thereafter, increases in nickel result in a more gradual increase in swelling. The strong decreases observed in swelling of austenitic alloys can be partially explained by the effect of various solute additions (Ni, Si, P) on vacancy diffusivity. However, at present, no mechanism has been advanced for the slow upturn at higher nickel levels.

Although many studies have investigated the concentration dependence of various material parameters, few have considered the effect of compositional variations on microstructural bias factors. The interaction of a point defect, interstitial or vacancy, with the stress field of a given defect sink determines the bias toward one point defect over the other. Since the stress field is altered in the presence of a solute species, one would intuitively expect the bias to be dependent on its concentration.

Consider a binary alloy in which the solute atoms are oversized; i.e., the lattice parameter of the solute in the pure state is larger than that of the host species in its pure state. To reduce the total strain energy of a dislocation, the solute will tend to segregate on the tensile side and be repelled from the compressive side. In equilibrium a Cottrell atmosphere is established. Although this effect has long been known, it was only recently shown that the change in the stress field around a dislocation could be computed for concentrated solutions. We examine here the effect this change in stress field has on bias factors for edge dislocations in Fe-Ni alloys.

Marwick computed the bias for a free surface due to solute redistribution by numerically solving the diffusion equations for solute, vacancy and interstitial species. The Marwick scheme is the preferred method of computing bias factors but for a general distribution of defect sinks with non-homogeneous stress fields, the numerical solutions to the diffusion equations become quite intractable. We shall take a simpler approach and compute an initial bias by estimating the change in the stress field around an edge dislocation due to a Cottrell atmosphere. The emphasis on the word initial arises from the knowledge that sinks often become further enriched in various solutes via radiation-induced segregation.

Theoretical Background

Larche' and Cahn have developed a general theory for the thermochemical equilibrium of solids under nonhydrostatic stress. A Cottrell atmosphere is one application of the theory and it was shown that the stress field with the solute atmosphere present is given by the stress field for a pure material but with the various elastic constants replaced by the open-field elastic constants. These constants, denoted by *, are given by:

\[ E^* = E(1 + \chi n^2 E) \]  
\[ \nu^* = (\nu - \chi n^2 E)/(1 + \chi n^2 E) \]  

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RLO 1830.
\[(\kappa^{-1})^* = 3 (1 - 2\nu^*)/E^*\]

where linear elasticity has been assumed. The parameters \(E, \kappa,\) and \(\nu\) are respectively the elastic and bulk moduli, and Poisson's ratio. The quantity \(\eta\) is the fractional change in the lattice parameter with composition \(c\); i.e.,

\[\eta = \frac{1}{a} \left( \frac{\partial a}{\partial c} \right)\]

Finally, \(\chi\) is given as \((f^n)^{-1}\) where \(f^n\) is the second derivative of the free energy with composition. All parameters are evaluated at the average concentration.

To model in an approximate way the Fe-Ni system, the various material parameters need to be evaluated. In general, \(E, \kappa,\) and \(\nu\) are dependent on the average concentration, but for simplicity we assume they are constant. The values employed for the subsequent computations are the same as employed in an earlier study and represent conditions typical of fast reactor irradiation. The fractional change in lattice parameter is found by assuming a linear dependence vs. the concentration of Ni; i.e., Vegard's law. Lattice parameters of pure Ni and pure Fe are readily obtained.

To estimate \(\chi,\) a model for the free energy of mixing in Fe-Ni must be assumed. (Since we are ultimately concerned with the second derivative, the free energy and free energy of mixing can be used interchangeably.) The simplest nontrivial free energy model is the regular solution approximation with a free energy of mixing of the form:

\[f = \omega c (1 - c) + RT(c \ln c + (1 - c) \ln(1 - c))\]

where \(c\) is the Ni concentration, \(R\) is the gas constant and \(\omega\) is an interaction parameter. The first term on the right of Equation 3 is the temperature independent enthalpy of mixing, \(\Delta h.\) By adjusting \(\omega\) to fit the experimentally measured \(\Delta h,\) a better approximation to \(\Delta h\) is established.

Figure 1 shows the enthalpy of mixing data for Fe-Ni measured by Kubaschewski et al. and the assumed model used in the calculations \((\omega = 8510 \text{ J/mol}).\) The assumed model is a reasonable approximation up to the Invar concentration but is rather poor at higher Ni levels. Nevertheless, for the first evaluation we expect the results to be qualitatively correct.

Using a perturbation technique for non-linear diffusion equations, Wolfer and Ashkin derived the bias of an edge dislocation. In the absence of applied stress the bias is:

\[Z_{1,v} = 1 + \left( \frac{\text{Bo}_{1,v}^2}{4 \pi} \right) \left[ \frac{R}{a} \right] \]

where \(R\) and \(a\) are outer and inner cutoff radii respectively, measured in units of the Burgers vector and \(k\) is the Boltzmann's constant. The subscript \(i\) or \(v\) refers to interstitial or vacancy. The quantity \(\text{Bo}_{1,v}\) is given by:

\[\text{Bo}_{1,v} = v_{1,v} K (1 - 2 \nu) / 2 \pi (1 - \nu)\]

where \(v_{1,v}\) is the difference between the defect volume and atomic volume.

Equation 5 was derived assuming a stress field around a dislocation in an compositionally homogeneous alloy. We now examine the change in \(Z\) when the stress field relaxation is due to a solute atmosphere. Thus, Equations 1-3 are employed in conjunction with Equations 4 and 5 to arrive at the initial bias as a function of average Ni concentration.

Figure 2 shows the ratio of \(Z\) over \(Z_v\) vs. concentration of Ni \((C_{Ni})\) at various temperatures. The curves are symmetric about \(C_{Ni} = 0.5,\) a direct consequence of employing the regular solution approximation. The magnitude of the change in \(Z / Z_v\) is only a few percent but this small change can have a large effect on the swelling behavior. Note that the change of \(Z / Z_v\) is more pronounced at lower temperatures. Recall, however, that the bias is only one factor which controls void nucleation and growth.

The interactive effect of a concentration dependent bias factor and other relevant parameters on swelling behavior can be examined using the concept of a minimum critical radius. For a void to grow it must nucleate as a vacancy cluster and reach a critical size. Below this critical size, a cavity will spontaneously decrease in size unless stabilized by gas atoms.

The bubble to void conversion idea was first discussed by Sears and later developed by Odette and Stoller and Coghlan and Mansur and employed by Coghlan and Garner to examine the effect of Ni concentration on \(R_{mc}\) in simple austenitic alloys. The latter study focused on the effect of compositional...
changes in vacancy diffusivity on the minimum critical radius. The equations involved in the computation of \( R_{mc} \) are lengthy and the reader is referred to reference 12 for details. The various material and kinetic parameters needed are identical to those of reference 9. In the following it is assumed that the system bias is equal to the bias of an edge dislocation; i.e., that the ratio of void bias for an interstitial to that of a vacancy is unity. This may not be completely accurate but it is a common assumption and simplifies the calculation.

Figure 3 shows the critical radius of Fe-Ni alloys vs. \( C_{Ni} \) at 475°C. Again due to the symmetric form chosen for the free energy, a peak is observed at \( C = 0.5 \) with an approximately 10% increase in \( R_{mc} \) over that of the pure metals. Figure 3 suggests that the swelling behavior of Fe-Ni would also be symmetric. However, this conclusion neglects changes in vacancy diffusivity, the importance of which has been stressed in earlier papers. In particular, it was shown that changes in the pre-exponential factor \( D_0^v \) with Ni content are very important.
We will examine two qualitatively correct scenarios. We assume $D_v$ increases linearly with Ni such that $D_v$ for pure Ni is either a factor of 2 or a factor of 1.5 greater than that of pure Fe. The results of these assumptions are shown in Figure 4. For the 1.5 factor change in $D_v$, $R_m$ changes by ~40% from low to high Ni. The change in $R_m$ is a function of temperature and increases at higher temperatures. Figure 4 offers a plausible explanation for the observed gradual upturn in swelling at high Ni levels. A similar conclusion cannot be drawn by considering solely the impact of changes in $D_v$.

Figure 5 shows a plot of $R_m$ vs. temperature for various nickel levels. These curves show that $R_m$ is not very sensitive to nickel or temperature at relatively low temperatures, but is a steep function of temperature at higher temperatures while being moderately sensitive to nickel. All in agreement with experimental observations.

![Figure 5](image)

**Figure 5.** Minimum Critical Radius as a Function of Irradiation Temperature and Composition

Figure 1 shows that the regular solution model is a poor approximation to the free energy of mixing in Fe-Ni. If the interaction parameter $\omega$ is itself assumed to be concentration dependent, the so-called sub-regular solution model results. A fit, using this more accurate model, to the Kubaschewski et al. AH data is shown in Figure 1 where it was assumed that $\omega$ varied linearly with $C_N$. It was found that with the improved AH function the dependence of $Z$ and $R_m$ with Ni concentration changed somewhat in detail but was not significantly different in overall conclusions.

It must be stressed that the composition-dependent bias presented in this work refers to an initial bias. The Larche' and Cahn formalism for the solute atmosphere around an edge dislocation refers to a system in thermal equilibrium. During irradiation, a material cannot be considered in equilibrium and dynamic factors such as the inverse Kirkendall effect or solute drag become important. In the Fe-Ni-Cr system, nickel always segregates at microstructural sinks. It would be unjustified to extend the above ideas to the steady state swelling behavior at late times without incorporating the time dependence of $C_N$ at the sinks. Wolfer and coworkers have shown that segregation of nickel at sinks changes their bias.15,16

**CONCLUSIONS**

Changes with composition of the pre-exponential coefficient for vacancy diffusion have previously been invoked to explain the rapid decrease in swelling with Ni additions in irradiated steels. However, this factor alone cannot explain the gradual increase in swelling with Ni content for $C_{Ni} \geq 0.5$. It has been
shown that the combined effect of a concentration dependent bias factor and changes in $D$ offers one possible explanation for the swelling behavior in Fe-Ni. The change in bias was assumed to arise from the existence of a Cottrell atmosphere of nickel atoms around the dislocations.

FUTURE WORK

This effort will continue, exploring the interaction between the Cottrell atmosphere effect and other composition-dependent operating mechanisms.
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INFLUENCE OF MATERIAL AND ENVIRONMENTAL VARIABLES ON THE NEUTRON-INDUCED SWELLING OF NICKEL, F. A. Garner, Pacific Northwest Laboratory

OBJECTIVE

The object of this effort is to provide an understanding of the fundamental response of metals and alloys to irradiation, and to use this understanding as a basis for interpreting the perturbations that arise due to differences in neutron spectra, especially with respect to the influence of PKA recoil spectra and helium/dpa ratio.

SUMMARY

Nickel has been employed in a number of efforts directed toward the development of fission-fusion correlations. Unlike iron-base alloys, nickel's swelling behavior is dominated not by its tendency to swell initially at a rate comparable to that of Fe-Cr-Ni austenitic alloys, but by its persistent tendency to later saturate in swelling, a behavior not observed in other metals and alloys. The saturation level of swelling in neutron irradiation studies in nickel is usually less than 10%, but the rate of approach to saturation is very sensitive to many environmental and material variables. Fission-fusion correlation efforts involving nickel are difficult to interpret unless great care is taken to conduct single variable experiments which take into account the unique swelling behavior of this metal.

PROGRESS AND STATUS

Introduction

A series of parallel and joint activities are in progress in the U.S., Japan and Europe to study the impact of helium/dpa ratio and PKA recoil spectra on the microstructural evolution of metals and alloys. Some of these are directed toward simple metals of little technological relevance and others toward more complex alloys which are candidates for direct application to fusion environments. The simple metals and model alloys are used in studies directed toward the identification of individual mechanisms which might not be easily isolated and studied in more complex systems where numerous mechanisms are in competition.

Whereas most of the model alloy efforts at PNL focus on iron-base alloys, simple copper alloys (for high heat flux applications) and vanadium binary alloys, the efforts of several joint studies conducted in MOTA with colleagues from Japan and Denmark focus on nickel and other pure metals. Nickel, in particular, is often used in fission-fusion correlation efforts. Operating on the principle that one cannot clearly define the effect of a perturbing variable associated with the simulated environment until the parametric response in the surrogate environment is understood, analyses are in progress to define the baseline behavior of several simple metals: nickel, copper and vanadium.

This report focuses on the behavior of nickel in EBR-II and other fast reactors as observed in a series of fusion and breeder program studies. Some of the data reported here have not been previously published-and, in one important case (the AA-14 experiment), the measurements of swelling were performed just recently and are reported here for the first time.

Results and Discussion

There are a rather limited number of high exposure neutron irradiation experiments conducted on nickel that are relevant to current fusion-oriented studies and an equally limited number of charged particle experiments. There are even fewer studies in which the influence of helium was studied. There are sufficient data, however, to extract the overall features of nickel's response to irradiation.

Figure 1 shows that at very low neutron exposures and temperatures in the range 380-450°C, Harbottle and Dickerson found that, after a small incubation period, the swelling of 99.995% nickel was linear with exposure at -1%/dpa. A similar linearity was observed by Holmes in EBR-II at 399-455°C, but he found the swelling rate to be dependent on the purity of the nickel as shown in Figure 2. Both of these figures imply that swelling is relatively insensitive to both irradiation temperature and displacement rate at these lower temperatures. Holmes also demonstrated that swelling was not sensitive to cold-work level at these low temperatures. Yoshida and coworkers demonstrated that the onset of swelling in nickel was sensitive to the impurity content, with voids nucleating earlier in very pure nickel, and stacking fault tetrahedra forming as the early dominant sink in less pure material.

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RL01830.
1. An observed incubation or threshold fluence of \(4 \times 10^{17} \text{n/cm}^2\) has been subtracted from each fluence level. The swelling rate shown is estimated using knowledge of reactors with comparable spectra.

2. Conditions at 399-455°C in EBR-II. Each datum was measured from specimens which had the same residence time in reactor but which were irradiated at different displacement rates. There is a substantial uncertainty in the fluence levels quoted for this experiment.

3. It was shown by Garner that nickel behaves rather differently from Fe-Cr-Ni alloys in one very important aspect. Whereas both swell at a rate of \(-1%/\text{dpa}\) in the range 400-450°C, nickel exhibits a tendency toward saturation after reaching several percent swelling. The origin of the saturation response is not clear and nickel's behavior contrasts with that of pure copper, which does not exhibit saturation at these
temperatures. Figure 3 shows this behavior as observed in three different fast reactors for a variety of purity levels and starting conditions. Harbottle also observed a decreasing rate of swelling in 99.95% nickel during irradiation in the SILOE reactor at 350°C. Note in Figure 4 that the initial steady state swelling rate is -1%/dpa, but that it falls very quickly at this purity level.

One consequence of this saturation phenomenon is that neutron-induced swelling levels in excess of 10% have not been reported for nickel even when irradiated to displacement levels of 50-60 dpa. This limitation has also been observed in heavy ion and electron irradiation studies. Most interesting, however, is the observation that within a given irradiation environment the saturation level is not very sensitive to irradiation temperature, as shown in Figures 5-8. This is somewhat surprising in that irradiations conducted at temperatures above 450°C appear to approach saturation at lower initial rates as shown in Figures 9 and 10. It should be noted, however, that the effect of irradiation temperature on the transient regime manifests itself primarily at higher displacement rates and not at lower displacement rates, as shown in Figure 10. As we shall see later, there appears to be strong interactions between displacement rate, temperature, dislocation density and alloy purity in the early stages of microstructural evolution in nickel.

The effect of displacement rate on swelling is well known. As shown in Figure 11, an early ion irradiation experiment showed that in nickel, the regime of swelling shifts upward in temperature for relatively large increases in displacement rate. Thus, at relatively low temperatures a large decrease in displacement rate leads to a relatively large increase in swelling. When solutes are present in amounts sufficient to significantly delay the onset of swelling, however, the effect of differences in displacement rate can be much larger. Figure 12a shows some early swelling data on 99.6% nickel rings irradiated in EBR-II. These relatively high fluence data were interpreted at that time according to the conventional wisdom that steady-state swelling rate of all metals and alloys exhibits a strong dependence on temperature. The significance of the low fluence data shown in Figure 12b was not really addressed at that time. Note that the low fluence and high fluence data were derived from opposite sides of rings that spanned a substantial flux network, a problem which is easily overcome in the presence of a preexisting network. Therefore it is best to utilize both low and high fluence data together and reassess the effects of both displacement rate and temperature. Figures 12b and 12c show two alternate interpretations of the data using this approach. One interpretation assumes that all variations arise from differences in irradiation temperature and the other assumes all variations arise from differences in displacement rate, which varies only a factor of three across each ring. On the basis of the temperature insensitivity demonstrated in previous studies for this temperature range, it appears that the flux sensitivity of swelling (Figure 12c) is the most plausible interpretation. This leads to the conclusion that for relatively impure nickel, fission-fusion correlation experiments spanning even a small range of displacement rates will be difficult to interpret.

A recent measurement of void swelling in 99.999% pure nickel irradiated in EBR-II in the AA-14 fusion materials experiment yields some particularly revealing results, as shown in Figure 13. The swelling of annealed nickel at 14 dpa is a moderately strong function of temperature, but when irradiated in the 30% cold-worked condition, the swelling is relatively insensitive to temperature. After aging, the swelling actually increases somewhat but retains the relative independence of irradiation temperature. This suggests that annealed specimens experience more difficulty at higher temperatures in generating a stable dislocation network, a problem which is easily overcome in the presence of a preexisting network. The slight increase in swelling with preirradiation aging suggests that there is an optimum initial dislocation density for void swelling that is somewhat lower than that obtained by cold-working. Microscopy examination will be used to confirm this hypothesis.

The data shown in Figure 13 are consistent with the behavior shown in Figure 2, both of which show little dependence on starting state for relatively pure nickel at relatively low irradiation temperature. For relatively impure nickel, however, the effect of cold work is to suppress swelling somewhat at temperatures in the range of 400-500°C, as shown in Figure 6.

The effect of helium/dpa ratio on neutron-induced swelling of nickel has not previously been investigated, although this is now the focus of joint studies with other laboratories. It appears that we can anticipate that earlier void nucleation due to higher helium generation rates may lead to different levels of swelling saturation. Ryan has shown in ion irradiation studies that helium preinjection at higher irradiation temperatures (where void nucleation is presumably more difficult) leads to larger levels of swelling in nickel early in the irradiation, followed by a higher level of saturation, as shown in Figure 14. Note in this figure that a swelling level in excess of 10% was reached in this experiment. Ryan, Piniotto and Delaplace all reached levels between 10 and 20% in some of their irradiation experiments. Ryan attributed this to the possible influence of the ion-incident surface as a sink for interstitials, producing higher levels of swelling than observed for similar levels of neutron-induced displacements.
FIGURE 3. Swelling Observed in Annealed Nickel of Various Purity Levels in Three Fast Reactors at Quoted Temperatures of 400° and 440-460°C. Some cold-worked nickel data are also shown.

FIGURE 4. Length and Diameter Changes at 350°C Observed in the SILOE Reactor Using Pressurized Tubes of 99.995% Nickel. The length changes arise only from swelling and are affected by stress. The diameter changes incorporate both creep and swelling strains. The stress-free diameter and length changes are identical, showing that swelling is isotropic. Swelling initially begins at a linear rate of -0.33%/dpa (a volumetric rate of -1%/dpa) but tends to saturate quickly thereafter.
FIGURE 5. Neutron-Induced Swelling Observed in Annealed 99.99% Nickel Irradiated in the BOR-60 Fast Reactor. The authors indicate that for this spectrum 5.6 dpa results from $1.0 \times 10^{22} \text{n cm}^{-2} (E > 0.1 \text{ MeV})$. Swelling appears to have saturated at rather low values that are not very sensitive to irradiation temperature.
FIGURE 7. Swelling Observed in Comparative Irradiations of Pure Nickel and Ni-27.5Cr at 8 and 60 dpa with 46.5 MeV Ni⁺ Ions. Note scale change between graphs.

FIGURE 8. Relatively Low Levels and Temperature-Sensitive Behavior of Swelling in Pure Nickel Compared to that of Various Fe-Cr-Ni Alloys at 117 dpa After Irradiation with 5 MeV Ni⁺ Ions.
FIGURE 9. Neutron-Induced Swelling of 99.99% Nickel at 500°C as Observed in the BOR-10 Reactor.

FIGURE 10. Swelling Observed in Nickel During a Correlation Experiment Conducted at Very Different Displacement Rates. Swelling is seen to be dependent on temperature at the higher displacement rate of the Japanese JOYO reactor but not at the lower displacement rate of RTNS-II. Flux effects are thought to have dominated over PKA recoil spectra considerations in this experiment.
FIGURE 11. Temperature Shift of Swelling Observed in 2.8 MeV Ni$^+$ Ion Irradiations of Pure Nickel at 13 dpa. The low dose rate is $7 \times 10^{-3}$ dpa/sec and the high dose rate is $7 \times 10^{-2}$ dpa/sec.

FIGURE 12. Swelling Observed on Both Sides of 99.6% Nickel Rings Irradiated in a Flux Gradient in EBR-II. The initial interpretation is shown in (a) and two alternate interpretations are shown in (b) and (c).
FIGURE 13. Swelling of 99.99% Nickel Irradiated to 14 dpa in the EBR-II Fusion Materials Experiment Designated AA-14. Three irradiation temperatures and three starting conditions were employed.


When experiments are analyzed involving nickel in reactors which produce a large amount of helium, an additional complication arises in that the same reaction which produces the helium also leads to a sizable increase in displacement rate. Greenwood has shown that the displacement rate of pure nickel irradiated in the mixed spectrum reactor HFIR can be increased as much as 90%. This important consideration must be factored into the comparative analysis of irradiations conducted on nickel in different reactor spectra.

Conclusions

In comparative irradiations of nickel at low and high He/dpa ratios, one must be careful to fully characterize the parametric dependence of swelling in the low helium environment before drawing conclusions concerning the perturbing influence of helium. It appears that nickel in the relatively pure state swells at a temperature-independent and possibly flux-independent rate of ~1%/dpa at low temperatures but that swelling quickly begins to saturate thereafter. The tendency to saturate appears to occur earlier with increasing purity levels. As the temperature increases more difficulty is encountered in generating a
sufficiently high density of dislocations and the saturation process dominates from almost the beginning of the irradiation. Introduction of a preexisting dislocation network counteracts this difficulty and the temperature dependence of swelling becomes rather small as a result. As impurities are added to nickel there is a tendency to extend the incubation period that precedes both the development of a high swelling rate and the saturation process. When solutes exert a strong effect on swelling behavior, an enhanced sensitivity to both displacement rate and cold work is observed.

The saturation process appears to be a ubiquitous feature of nickel irradiations but the approach to and magnitude of the saturation level appears to be very sensitive to variables such as helium, purity and dislocation density. Fission-fusion correlations utilizing nickel should be careful to minimize the number of variables operating in the experiment. Otherwise differences in environmental and material variables may overwhelm the effects of helium/dpa ratio or PKA recoil spectra.
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A TEST OF THE CREEP-SWELLING RELATIONSHIP DEVELOPED FOR AUSTENITIC STEELS. F. A. Garner, Pacific Northwest Laboratory

OBJECTIVE

The objective of this effort is to develop an understanding of the creep-swelling relationship and to apply this relationship to the development of creep equations for new materials without the necessity of conducting extensive and therefore expensive irradiation creep studies.

SUMMARY

Pure nickel at 350°C swells with almost no incubation period and with a continuously declining instantaneous swelling rate, in contrast to the large incubation periods and increasing swelling rates observed in austenitic steels. Both types of metals appear to obey the same creep-swelling relationship, however, in which the major component of the irradiation creep rate is directly proportional to the instantaneous swelling rate. The creep-swelling coupling coefficient appears to be \(-0.6 \times 10^{-2} \text{ MPa}^{-1}\) in both systems. The coefficient is remarkably insensitive to a variety of environmental and material variables.

PROGRESS AND STATUS

Introduction

The creep-swelling relationship of annealed AISI 304 and various thermomechanical treatments of AISI 316 stainless steel has recently been investigated in EBR-II. Another similar study has also been conducted on the Fusion Prime Candidate Alloy (PCA) in FFTF. In each alloy, it was shown that irradiation creep at most temperatures of interest consists of several minor contributions (precipitation-related dimensional changes and relaxation of cold work-induced dislocations) and two major contributions. The major contributions are the creep compliance \(B_e\), a quantity unrelated to void swelling, and a swelling-related creep component. Swelling is known to be very sensitive to many material and environmental variables, but the instantaneous creep rate appears to be governed only by the applied stress, and the instantaneous swelling rate. The instantaneous creep rate \(B\) can be written \(B = \frac{\varepsilon}{\sigma} = B_e + DS\), providing that the material is annealed and does not develop any chase-related strains. The quantity \(\varepsilon/\sigma\) is the effective strain rate per unit effective stress, \(\varepsilon\) is \(2/3\) \(\varepsilon_{\text{hoop}}\), \(\sigma\) is the effective stress \((1/2\varepsilon_{\text{hoop}})^{1/2}\), \(\varepsilon_{\text{hoop}}\) and \(\sigma_{\text{hoop}}\) are the hoop stress and strain rate, respectively, \(B_e\) is the creep-swelling coupling coefficient, and \(S\) is the instantaneous swelling rate.

It was found in the previous studies that \(B_e = -2.0 \times 10^{-6} \text{ MPa}^{-1}\) and that the creep-swelling coupling coefficient was \(-0.6 \times 10^{-2} \text{ MPa}^{-1}\), a value relatively independent of variables which affect swelling, such as cold work level, composition and irradiation temperature. It was shown in another related study that the fusion heats of the Ferritic/martensitic alloys HT9 and 9Cr1Mo also obeyed the same relationship with a coupling coefficient estimated to be \(\leq 1.0 \times 10^{-2} \text{ MPa}^{-1}\), in remarkable agreement with the values observed in the austenitic alloy system. This rather surprising result leads to the question "How generally valid is the application of the \(B_e\) and \(D\) values determined from these earlier studies to other alloys and metals?"

To test the general validity of these parameters requires simultaneous data on simultaneous creep and swelling covering a range of dpa levels where swelling is in progress. For most materials of interest this requires relatively high exposure levels. Most data fields meeting these criteria have already been analyzed in the earlier studies.

There is one data set, however, that not only meets these criteria but offers some unique features not available in other experiments. Harbottle studied the swelling and creep of 99.995% nickel at 350°C using pressurized tubes irradiated to \(-4\) dpa in the SILOE reactor. These tubes were examined following each cycle of irradiation (500 hours) for a total of nine cycles.

Pure nickel is unique in that it swells initially at \(-1.1\%/\text{dpa}\) at temperatures below \(-450°C\) with almost no incubation period, and then declines continuously thereafter in swelling rate with accumulated exposure. This is in sharp contrast to the behavior of austenitic steels, which increase in swelling rate (to a maximum of \(-1.1\%/\text{dpa}\) after a frequently extensive incubation period. Harbottle's data on creep in nickel...
pose a unique test for the validity of the $\mathbf{B}_0 + \mathbf{D}S$ relationship, which to date has been tested only on austenitic steels. Unlike such steels, nickel does not undergo any phase instabilities or the phase-related strains that accompany them.

RESULTS AND DISCUSSION

It is well known that thin walled pressurized tubes extend axially only in response to swelling and not creep. Harbottle irradiated tubes at four hoop stress levels (0, 3, 10 and 30 MPa) and measured both axial and diametral strains. Examination of the axial strains showed that stress caused enhancement of void swelling (designated by Harbottle as volumetric creep) at the intermediate stress levels but did not enhance it significantly at 30 MPa. The small stress effect on swelling observed at 30 MPa peaked at –1 dpa and was zero at 2.6 dpa. The tube was punctured at 3.0 dpa and returned for irradiation in the unpressurized condition.

The diameter strain data are shown in Figure 1. Note, that as the stress-free swelling rate decreased, the total deformation rate (including irradiation creep) in the stressed tubes also decreased. This is what one would expect from a metal obeying the $\mathbf{B}_0 + \mathbf{D}S$ model. The instantaneous stress-free swelling rate at 2.5 dpa was calculated from Figure 1 by this author to be $41.1 \times 10^{-4}$ dpa$^{-1}$, three times the measured linear rate, or $13.7 \times 10^{-4}$ dpa$^{-1}$. Figure 2 shows the true creep strain calculated by Harbottle after subtracting the swelling contribution represented by the axial strain. The instantaneous creep strain rate at 2.5 dpa was measured on Figure 2 by this author to be $5.71 \times 10^{-4}$ dpa$^{-1}$. When divided by the hoop stress and converted to effective stress and strain, this yields an instantaneous creep rate of $2.53 \times 10^{-3}$ MPa$^{-1}$ dpa$^{-1}$.

When the instantaneous creep rate is divided by the instantaneous swelling rate, a creep-swelling coupling coefficient of $0.62 \times 10^{-4}$ MPa$^{-1}$ is obtained, in remarkable agreement with the coupling coefficient found in various austenitic steels. Since the swelling rate was declining rather than increasing, the general validity of the $\mathbf{B}_0 + \mathbf{D}S$ model is therefore confirmed.

This procedure was repeated at –0.5 dpa where the creep curve is much steeper and exhibits more curvature. It is therefore much more difficult to define an instantaneous creep rate. However, the coupling coefficient was determined to lie in the range 0.7 to $0.8 \times 10^{-5}$ MPa$^{-1}$, confirming once again the general validity of this approach.

![Figure 1](image1.png)

**FIGURE 1.** Total Diametral Strain (swelling + volumetric creep + irradiation creep) Observed for Four Stress Levels in 99.995% Nickel Pressurized Tubes Irradiated in SILOE at $350^\circ \text{C}$.10

CONCLUSIONS

It appears that the simple $\mathbf{B}_0 + \mathbf{D}S$ relationship describing irradiation-induced creep is a generally valid relationship for a wider variety of materials than previously believed. It also appears that the
FIGURE 2. Diametral Creep Strains Calculated by Harbottle for 30 MPa Tube Shown in Figure 1.

creep-swelling coupling coefficient is $-0.6 \times 10^{-4}$ MPa$^{-1}$, a value relatively insensitive to metal or alloy composition and also to other environmental and material variables.

FUTURE WORK

This effort will continue, focusing on examination of the $B_e$ term using data from U.S. mixed spectrum reactors and fast reactor data from other countries.
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VOID FORMATION AND PHASE STABILITY OF Fe-15Cr-15Mn-XNi ALLOYS IRRADIATED IN FFTF - S. Ohnuki, Hokkaido University, F. A. Garner, Pacific Northwest Laboratory, H. Takahashi, Hokkaido University, J. M. McCarthy, Pacific Northwest Laboratory

SUMMARY

A series of Fe-15Cr-15Mn-XNi alloys (X = 0, 5, 10, 15) have been examined by transmission electron microscopy and X-ray microanalysis following irradiation in the FFTF/MOTA to 17-25 dpa at 420-550°C. All specimens were found to have developed features typical of radiation damage; i.e., voids, dislocations, and precipitates. Both void formation and radiation-induced phase instability were found to be strongly dependent on nickel content. Ferrite formed on grain boundaries in alloys with zero or low Ni content. Sigma phase often formed on the boundary between ferrite and austenite. With increasing nickel, both ferrite and sigma formation were suppressed. The density change was also found to be sensitive to nickel content. The phase instability and density change behavior are explained in terms of radiation-induced solute segregation and formation of lower swelling phases.

PROGRESS AND STATUS

Introduction

Austenitic stainless steels based on the Fe-Cr-Mn system are candidate materials for first wall fusion reactor applications due to their low induced long-term radioactivity compared to that of austenitic steels which contain nickel. However, recent studies on simple Fe-Cr-Mn alloys have indicated that neutron irradiation at high temperatures leads to phase instabilities not encountered in nickel-stabilized steels. Commercial Fe-Cr-Mn steels which are used for low temperature non-nuclear structural materials have also been examined after neutron irradiation and have been found to exhibit additional phase instabilities, especially at grain boundaries. The aim of this study is to examine a number of simple Fe-15Cr-15Mn-XNi quaternary alloys irradiated in the Materials Open Test Assembly of the Fast Flux Test Facility (FFTF/MOTA), and to clarify the effect of nickel additions on void formation, phase instability and radiation-induced segregation. Nickel was chosen as the fourth element because it is usually contained in commercial alloys and because its segregation behavior is usually opposite that of manganese, possibly providing a way to reduce radiation-induced phase instabilities.

EXPERIMENTAL PROCEDURE

Four alloys irradiated at three temperatures were examined by transmission electron microscopy. Nominal compositions of the alloys were Fe-15Cr-15Mn, Fe-15Cr-15Mn-5Ni, Fe-15Cr-15Mn-10Ni and Fe-15Cr-15Mn-15Ni in wt%. After solution annealing at 1000°C for 30 min these specimens were found to possess a fully austenitic structure. They were irradiated in the form of 3 mm disks in cycle 9 of FFTF/MOTA at temperatures of 420, 470 and 550°C, to damage levels of 25, 17 and 20 dpa, respectively. The temperatures were actively controlled within ±5°C.

Following irradiation, one or two specimens of each alloy were assigned for density change measurement and the others were provided for conventional transmission electron microscopy. Electropolishing proceeded using a conventional method employing an electrolyte solution of 5% HClO4 in CH3COOH. Microstructural examinations were performed on a 200 keV TEM, and compositional analysis (EDS) employed a STEM operating at 120 keV. Examination also proceeded on identical specimens of Fe-15Cr-15Mn which were thermally aged at the irradiation temperature. No aged specimens were available for the nickel-containing alloys.

RESULTS

Density Changes

Figure 1a shows the density changes observed after irradiation in these alloys. There was a peak swelling value at ~10% Ni at each irradiation temperature. The maximum swelling occurred at 550°C even though the dose at 420°C was higher. A similar trend was also observed in Fe-30Mn-10Cr-XNi alloys as shown in Figure 1b.

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RL01830.
Microstructures

Figures 2a-c show relatively low magnification microstructures including grain boundaries in Fe-15Cr-15Mn, Fe-15Cr-15Mn-5Ni and Fe-15Cr-15Mn-15Ni, following irradiation at 550°C. Three phases were found in low nickel alloys. The first and major phase contained large voids, stacking fault-like structures and dislocation line segments, and was identified as an austenite structure by using selected area diffraction patterns. The second phase was a ferritic structure which contained only dislocation loops and dislocations. The third phase was a blocky form of sigma, which was usually located at the boundary between austenite and ferrite. The ferrite was probably induced by the irradiation, since only epsilon martensite was observed in thermally aged specimens of Fe-15Cr-15Mn. Most importantly, the fractions of ferrite and sigma were reduced with increasing nickel content. The total ferrite and sigma content ranged as high as ~60% in some areas of both the nickel-free and low nickel alloys at the higher irradiation temperatures.

In all Fe-15Cr-15Mn-XNi alloys, voids on the order of 100 nm in diameter were distributed uniformly within austenite grains. The voids were clearly faceted, and their surfaces were often surrounded with ferrite precipitates at lower temperatures and strain contrasts at higher temperatures. Such contrast is generally ascribed to solute segregation and was observed even in the 15% Ni alloy. The size and number density of voids in the austenite phase of all four alloys were in the range of 50-100 nm and 1-2 x 10^{19} m^{-3}, respectively. Thus nickel additions did not change swelling very much in austenitic areas.

At lower irradiation temperatures, the microstructures were qualitatively the same as those at higher temperature. Figures 3a-c show grain boundary structures in Fe-15Cr-15Mn irradiated at different temperatures. At 470 and 550°C the structure was composed of austenite, ferrite and sigma phases. At 420°C a ferrite precipitate has just formed on a grain boundary triple point in austenite.

Microchemical Change

EDS analysis was performed at several kinds of areas, such as phase boundaries, grain boundaries and voids. Figure 4 shows the concentration changes observed near an austenite/ferrite boundary in Fe-15Cr-15Mn irradiated at 550°C. The manganese level is significantly reduced in the ferrite phase and chromium is slightly reduced.

Figure 5 shows compositions observed at a ferrite/ferrite boundary formed in Fe-15Cr-15Mn at 550°C. Both chromium and manganese contents were slightly depleted at the boundary, indicating that segregation at grain boundaries still proceeds in the ferrite phase after its formation. Measurements of composition at voids formed in austenite areas showed that both chromium and manganese were also depleted at voids.

FIGURE 1. Density Changes Caused by Irradiation of Fe-15Cr-15Mn-XNi and Fe-10Cr-30Mn-XNi Alloys in FFTF/MOTA
Figure 6 shows the concentration changes near an austenite/ferrite grain boundary in Fe-15Cr-15Mn-15Ni irradiated at 550°C, where a austenite boundary without any precipitate was selected for analysis. Chromium and manganese were depleted on the boundary, as expected. Nickel was enriched on the boundary, however, and the amount of segregation almost balanced that of chromium and manganese depletion. As a consequence of this balanced flaw, no second phases formed at this boundary.

Discussion

Garner and coworkers have shown that the swelling of Fe-Cr-Mn alloys is not very sensitive to composition compared to that of Fe-Cr-Ni alloys, but that manganese-stabilized steels are much more likely to develop phase instabilities.2-5 The reason presented for the latter phenomenon was that nickel is a slow-diffusing element that accumulates at sinks while manganese is a fast-diffusing element that depletes at sinks. The resultant enrichment of iron, coupled with manganese depletion, leads to the tendency toward ferrite formation at all microstructural sinks.

The addition of nickel to Fe-Cr-Mn alloys apparently does not have much influence on void formation within the austenite but it affects the total amount of swelling by controlling the ratio of ferrite to austenite, since ferrite is well known to swell at a lower rate than austenite. In Fe-15Cr-15Mn the alloy resides close to the borders of austenite + ferrite and austenite + sigma regions. Segregation can easily drive portions of the matrix near grain boundaries into the ferrite and sigma regimes. This has been demonstrated in electron irradiations of Fe-Cr-Mn alloys.2

In general, the observed phase instabilities result from radiation-induced segregation and can be explained by the inverse Kirkendall effect’ and/or size effects.9,10 These effects are different in the details of the operating mechanism, but operate similarly in aggregate, and can be summarized as follows: a) slower diffusing and/or undersized solutes are enriched at defect sinks, and b) faster diffusing and/or oversized solutes are depleted at sinks. Elements in the Fe-Cr-Mn-Ni system are consistent with both mechanisms without contradiction, since chromium and manganese are slightly oversized and faster diffusing solutes, they deplete from grain boundaries and void surfaces. Conversely, nickel is both an undersized and slower diffusing solute, and therefore segregates at sinks.

The segregation and phase change process operating in the Fe-Cr-Mn-Ni system can be explained by the simple model shown in Figure 7. Before irradiation, the concentrations of chromium and manganese are high enough to stabilize the austenite. Early during irradiation, depletion of chromium and manganese occurs on grain boundaries with increases of these elements occurring at some distance from the boundary. Ferrite
FIGURE 3. Typical Microstructures Observed in Fe-15Cr-15Mn Irradiated at Different Conditions. (a) 420°C, 25 dpa, (b) 470°C, 17 dpa and (c) 550°C, 20 dpa

FIGURE 4. Microchemical Profiles Observed on an Austenite/Ferrite Boundary in Fe-15Cr-15Mn Irradiated to 20 dpa at 550°C
FIGURE 6. Microchemical Profiles Observed on an Austenite/Ferrite Boundary in Fe-15Cr-15Mn-15Ni Irradiated to 20 dpa at 550°C.
Transformation Process in Simple Fe–Cr–Mn

FIGURE 7. Schematic Illustration of the Transformation Process in Simple Fe–Cr–Mn and Fe–Cr–Mn–Ni Alloys During Radiation-Induced Segregation

precipitates then develop on the boundaries. In areas outside the ferrite, the local concentration of chromium and manganese may have increased sufficiently to form the sigma phase. Sigma formation has been shown in aged Fe-Cr-Mn alloys to require the increased vacancy mobility associated with grain boundary migration. Thus less sigma is usually observed in annealed specimens than in cold worked specimens. Under irradiation, however, the formation of ferrite and the outward movement of its boundary may remove the necessity for cold working in order to form sigma. It is known, however, that formation of sigma and other intermetallic phases is also sensitive to manganese, nickel, solutes, thermomechanical starting state and temperature.[11]–[13]

If nickel is added to an Fe-Cr-Mn alloy, chromium and manganese still deplete from grain boundaries, but nickel is concurrently enriched on the boundaries. Nickel is a austenite-stabilizing element, stronger in its effect than that of manganese. Therefore, the effects of nickel segregation and outflow of chromium and manganese balance each other to retain phase stability.

CONCLUSION

Although nickel is not perceived as a low activation element, it may be prudent to retain some nickel in Fe-Cr-Mn base alloys to avert radiation-induced phase instabilities peculiar to manganese-stabilized alloys. It does not appear that such additions will have an adverse impact on the swelling behavior.
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FUTURE WORK

This effort will continue, including a more detailed analysis of the effect of aging on the stability of these alloys.

REFERENCES

RADIATION-INDUCED MICROSTRUCTURAL DEVELOPMENT AND MICROCHEMICAL CHANGES IN Fe-Cr-Mn-Ni SOLUTE-BEARING ALLOYS — H. Takahashi and S. Ohnuki, Hokkaido University and F. A. Garner, Pacific Northwest Laboratory(a)

OBJECTIVE

The object of this effort is to determine the nature of the driving forces which tend to destabilize the austenite and to promote changes in dimensions in the Fe-Cr-Mn austenitic alloy system during irradiation.

SUMMARY

The density changes measured in three Fe-Cr-Mn-Ni solute-bearing austenitic alloys irradiated in FFTF-MOTA indicate that nickel additions do not decrease swelling as had been anticipated, but actually increase swelling initially. These data were confirmed by microscopy examination but are contrary to the behavior observed during electron irradiation of these same alloys. Nickel and commercially relevant solute additions also appear to suppress the formation of ferrite and sigma phases, which were observed in solute-free Fe-Cr-Mn ternary alloys irradiated in the same experiment.

PROGRESS AND STATUS

Introduction

The irradiation-induced swelling and phase stability of simple Fe-Cr-Mn austenitic alloys has been reported in earlier publications. In general, it has been shown that the swelling of these alloys is less sensitive to composition than are comparable Fe-Cr-Ni alloys. It was also shown that a greater degree of phase instability exists in the Fe-Cr-Mn system. The differences in these two facets of alloy behavior are thought to arise partially from the different influence of nickel and manganese on vacancy diffusion and also from their different impact on austenite stabilization. In particular, it was shown that relatively slow-diffusing nickel segregates at sinks while faster-diffusing manganese migrates away from microstructural sinks. The out-migration of manganese from sinks leads to nucleation of ferritic phases while nickel segregation keeps the various microstructural sinks safely within the austenite regime.

Nickel additions are known to delay void nucleation in the Fe-Cr-Ni system. As shown in Figure 1, electron irradiation studies of Fe-17Cr-19Mn-XNi alloys with Si, P, C, Ni additions have exhibited similar behavior. In order to study the interactive effects of nickel and manganese, a number of Fe-Cr-Mn-Ni austenitic alloys were irradiated in FFTF-MOTA. The motivation for studying these alloy systems was not only to see if nickel additions reduce swelling but also to ascertain whether the simultaneous segregation of nickel and the out-migration of manganese at sinks would balance, thereby promoting an increased level of phase stability. This paper addresses a subset of three Fe-Cr-Mn-Ni alloys, designated 813, 814 and B17, which incorporate solute levels typical of commercial manganese-stabilized alloys.

Experimental Details

The alloys in this study were chosen from those irradiated earlier with electrons, being Fe-17Cr-19Mn-XNi with solute levels of roughly 0.5 Si, 0.02 P, 0.10 C and 0.16 N. These alloys contained relatively low nickel levels (55.9 wt%) and were irradiated in the annealed condition (1030°C for 0.5 hr and air cooled). The exact compositions of these alloys are shown in Table 1.

All alloys were prepared in the form of microscopy disks 3 mm in diameter by 0.25 mm thick and irradiated in static sodium in the Fast Flux Test Facility (FFTF) at ~ 3 x 10⁻⁶ dpa sec⁻¹. The specimens were placed in the Materials Open Test Assembly (MOTA-10) which nominally controls the temperature to ±5°C. There was one abnormal temperature event of approximately one hour duration during the irradiation, the details of which are shown in Table 2. The range of neutron spectra over this assembly produces approximately 5 dpa for each 1.0 x 10²² n cm⁻² (E>0.1 MeV); the dpa levels attained are also included in Table 2. The bulk swelling levels were measured using an immersion density technique which is accurate to ±0.16% change in density.

The microstructures of these alloys were observed using a 200 kV transmission electron microscope; compositional analysis was conducted using an energy dispersive X-ray analyzer.

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RLO 1830.
FIGURE 1. Effect of Nickel Level on Void Nucleation in 1.3 MeV Electron Irradiation of Fe-[Cr-19Mn-XNi] Alloys series at 450°C. The primary effect of nickel is to delay void nucleation and extend the transient regime of swelling.

Table 1
Composition of Alloys (wt%)

<table>
<thead>
<tr>
<th>Designation</th>
<th>Cr</th>
<th>Mn</th>
<th>Ni</th>
<th>Si</th>
<th>C</th>
<th>P</th>
<th>N</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>813</td>
<td>16.83</td>
<td>19.49</td>
<td>0.03</td>
<td>0.54</td>
<td>0.10</td>
<td>0.020</td>
<td>0.162</td>
<td>bal</td>
</tr>
<tr>
<td>814</td>
<td>16.59</td>
<td>18.87</td>
<td>1.47</td>
<td>0.55</td>
<td>0.10</td>
<td>0.019</td>
<td>0.164</td>
<td>bal</td>
</tr>
<tr>
<td>817</td>
<td>16.95</td>
<td>19.08</td>
<td>5.90</td>
<td>0.52</td>
<td>0.10</td>
<td>0.022</td>
<td>0.099</td>
<td>bal</td>
</tr>
</tbody>
</table>

Table 2
Temperature and Displacement Levels for MOTA-10

<table>
<thead>
<tr>
<th>Nominal Temperature (°C)</th>
<th>Displacement Exposure (dpa)</th>
<th>Off-Normal Events(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>420</td>
<td>25</td>
<td>None</td>
</tr>
<tr>
<td>470</td>
<td>17</td>
<td>657°C for 70 min</td>
</tr>
<tr>
<td>550</td>
<td>20</td>
<td>749°C for 50 min</td>
</tr>
<tr>
<td>650</td>
<td>18</td>
<td>928°C for 50 min</td>
</tr>
</tbody>
</table>

(a) These events occurred at displacement levels which were ~53% of the total exposures quoted above.

Results

The swelling as calculated from density change is shown in Figure 2. Contrary to our expectations, the effect of nickel additions is not to delay swelling but to increase it initially. While further nickel increases were sometimes found to decrease swelling, this happened only at relatively high nickel levels.
Figure 3 shows that with minor exceptions the trends observed in the density change are mirrored in the swelling determined by electron microscopy. The void densities shown in Figures 4 and 5 decrease with temperature as expected and are relatively insensitive to nickel content at the higher nickel levels.

The void sizes are also relatively insensitive to nickel content, as shown in Figure 6. Unfortunately three of the specimens at the lowest nickel level did not survive electropolishing, and we assume from the bulk density behavior that the void densities at the lowest nickel level are lower for all temperatures. Typical microstructures of the two higher nickel alloys are shown in Figure 7 for each irradiation temperature. Some precipitates, mostly small carbides, are seen in the matrix.

Analysis of precipitation and segregation is in progress, with particular emphasis on the resultant modification of the matrix composition. Precipitation was often observed on the grain boundaries at higher irradiation temperatures. As shown in Figure 8, a compositional trace through a M23C6 grain boundary precipitate in the 1.5 Ni alloy (814) at 550°C showed it to be enriched in chromium as expected. The observed decrease in nickel and manganese levels is only a reflection of their displacement by chromium. Figure 9 shows that in a grain boundary area without precipitation, nickel segregates at the boundary and manganese and chromium are depleted, in agreement with the behavior expected as a consequence of their respective diffusivities and atomic sizes. Similar behavior has been previously observed in electron irradiation. At 470°C the 1.5 Ni alloy also produced chromium-rich M23C6 precipitates, and a typical compositional profile across a precipitate is shown in Figure 10. Other phases such as ferrite and sigma were not observed to form at any temperature in the 1.5 Ni alloy, however.

Voids also are sites for segregation as shown in Figure 11. As expected, nickel segregates at voids at the expense of manganese and chromium.

Discussion

The lower swelling in these alloys compared to that of solute-free alloys is thought to reflect primarily the presence of silicon and other solutes. Silicon is known to be a potent suppressor of void nucleation in many alloys.

Solute-free Fe-15Cr-15Mn has recently been shown to decompose during irradiation into ferrite and sigma phases, particularly at grain boundaries. The addition of nickel to Fe-15Cr-15Mn tended to suppress the formation of these phases and it appears that the combined action of nickel, silicon and other austenite-stabilizing solutes in the current alloy series serves the same purpose. This may be the reason the low nickel alloy swelled less than alloys with higher nickel levels. If the low nickel alloy developed ferrite phases during irradiation it would not only have swelled less on the average, but its unanticipated presence may have caused a much more irregular electropolishing behavior, leading to the destruction of the specimens.
FIGURE 3. Effect of Nickel Level on Void Swelling in FFTF-MOTA Irradiation of Fe-17Cr-19Mn-XNi Alloy Series, as Determined by Microscopy Examination
FIGURE 5. Void Densities Plotted vs. Irradiation Temperature

FIGURE 6. Mean Void Sizes Corresponding to Swelling Shown in Figure 3
FIGURE 7. Microstructures Observed in Alloys 814 and B17 at Each Irradiation Temperature
FIGURE 6. Concentration Profile Across a Grain Boundary $\text{M}_{23}\text{C}_6$ Precipitate After Neutron Irradiation of Alloy B14 at 550°C

FIGURE 9. Concentration Profile Across a Grain Boundary Without Precipitation After Neutron Irradiation of Alloy B14 at 550°C
These results may not actually be in conflict with results from electron irradiation studies which showed nickel additions to decrease swelling. Note that the electron irradiation experiment was conducted at 450°C and at a displacement rate of $2 \times 10^{-3}$ dpa/sec. If one assumes that a "temperature shift" arising from differences in displacement rate is necessary to correlate the neutron and electron irradiation data, these two experiments may not have been operating at comparable temperatures.

The lack of agreement of the swelling data with our expectation derived from electron irradiation studies signals that once again this alloy system is different from that of the simple Fe-Cr-Ni system and requires further study prior to development of a low-activation alloy based on the Fe-Cr-Mn austenitic system. While nickel per se must be reduced or removed to meet current low-activation guidelines, the interplay between nickel and manganese may teach us much about the nature of the driving forces tending to destabilize the Fe-Cr-Mn alloy system during irradiation.

The 1 hr temperature increase experienced halfway through this experiment is not thought to have affected these results very much. First, the trends observed with nickel content were the same for all four irradiation temperatures, even though the over-temperature event did not affect the 420°C capsule. Second, the over-temperature event also occurred to other subcapsules which experienced irradiation in MOTAs 18, 1C and 1D. When data on Fe-Cr-Mn alloys from those capsules were plotted, there were no discontinuities observed.' Third, the trends with nickel and chromium content observed in solute-free quaternary alloys
irradiated in the same capsules' are consistent with those observed in Fe-Cr-Mn alloys at 16 dpa without an over-temperature event, probably reflecting the fact that the temperature-sensitive void nucleation stage occurs very early in these simple alloys. The impact of the overtemperature event on phase stability cannot be so easily assessed, however.

CONCLUSION

The addition of nickel and silicon, as well as other austenite-stabilizing solutes to Fe-19Mn-17Cr changes not only its phase stability but also the swelling behavior. While silicon addition leads to depression of swelling, the addition of nickel leads to increased swelling, a behavior that is somewhat surprising and probably reflects nickel's role in phase stability more than its role in void nucleation. The suppression of ferrite and sigma formation during irradiation by nickel and other solutes is encouraging for development of reduced activation manganese-stabilized steels.

FUTURE WORK

Examination of the microchemistry and segregation of these alloys will continue.
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NEW DEVELOPMENTS IN FUSION MATERIALS RESEARCH USING SURROGATE NEUTRON SPECTRA • F. A. Garner, Pacific Northwest Laboratory(a)

OBJECTIVE

The object of this effort is to determine the environmental and materials factors relevant to the use of data generated in fission reactors for application to fusion environments.

SUMMARY

The use of surrogate irradiation facilities to conduct fusion-relevant materials research requires that fission-fusion correlations be developed to account for the differences between the surrogate and fusion spectra. It is shown that with the exception of \(^{58}\text{Ni}\) isotopic doping of nickel-containing alloys and irradiation in a temperature-controlled environment, it is almost impossible to study the effects of helium without introducing other important variables such as displacement rate, temperature history and solid transmutants. When helium effects are studied in the absence of differences in these variables, helium's impact on macroscopic properties is shown to sometimes be second order in magnitude. Differences in displacement rate and temperature history, however, can completely dominate experiments directed toward the study of PKA recoil spectra and helium/dpa ratio.

PROGRESS AND STATUS

Introduction

The absence of irradiation facilities possessing fusion-relevant neutron spectra at appropriate displacement rates requires that current fusion materials research proceed in surrogate facilities possessing nonrepresentative spectra and sometimes nonrepresentative displacement rates. Additional limitations arise in that some facilities have constraints placed on irradiation temperature by either the gamma heating level or coolant inlet temperature.

Data from surrogate neutron environments cannot in general be applied directly to fusion conditions without some type of translation that accounts for the differences between the surrogate and fusion spectra. 'Intercorrelation' or fission-fusion correlation experiments are under way to determine the nature of such translations. These experiments fall into two broad classes, low fluence studies directed primarily toward PKA recoil spectra considerations and high fluence experiments concerned with transmutation and other factors. These experiments can also be divided into two other categories, those involving comparative irradiations in two different neutron environments and those which involve side-by-side comparison of slightly modified materials in the same environment.

As these studies proceed it has become increasingly clear that in general most fission-fusion correlation experiments are not single-variable experiments. The sometimes inadvertent and even unrecognized introduction of unavoidable second variables can distort or even dominate the experiment, possibly yielding misleading or invalid conclusions about PKA recoil spectra or transmutation effects. This paper first explores the influence of such second variables on the interpretation of intercorrelation experiments. Second, a comparison of the early results of a series of related on-going experiments is presented to demonstrate the combined influence of several of these variables on the intercorrelation process.

Temperature and Temperature History

There are a variety of ways in which differences in temperature history can complicate the interpretation of comparative irradiation experiments. Kiritani has shown that low fluence intercorrelation studies conducted in the early stages of transient microstructural development are particularly vulnerable to the details of how different reactor facilities are brought to power. This is particularly important when the irradiation temperature is determined by the power level of the reactor, a situation where the early stages of the irradiation are conducted at lower than desired temperatures.

Another example was recently provided by Yoshida and coworkers who compared the very different microstructures developed in irradiation of AISI 316 at the Omega West Reactor and the RTNS-II 14 MeV neutron source. While the RTNS-II experiment was essentially a continuous irradiation with independent temperature control, the Omega West Reactor was operated for a single E-hour shift each day and the temperature of the irradiation vehicle during the daily ascent to full power was somewhat dependent on the power level. This introduced repeated transients in displacement rate and, more importantly, temperature. Whereas the spectral effects comparison of Heinisch' on these same specimens (see Figure 1) was originally interpreted in terms of recoil spectra and the possible influence of displacement rate at higher temperatures, it now appears that temperature history also played a strong role.

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RL01830.
Figure 1. Yield Strength Changes Observed in Annealed AISI 316 After Irradiation Either in the Omega West Fission Reactor or in the 14 MeV neutron spectrum of RTNS-II. Heinisch originally interpreted these results as showing a good correlation based on PKA recoil spectra at 90°C, with displacement rate differences exerting their influence at higher temperature. It now appears that temperature history effects were strongly involved in producing the divergent behavior at 290°C.

High flux mixed-spectrum reactors have very large gamma heating rates. It is -54 watts per gram for steel in the central portion of the High Flux Isotope Reactor (HFIR) at Oak Ridge National Laboratory. The temperature is thus determined solely by the gamma heating rate and the thermal resistances selected to control the local environment. This is a very unforgiving thermal environment, often leading to substantial and time-dependent changes in temperature in response to perturbations in neutron flux or small changes caused by swelling and irradiation creep in the thermal resistances. Data from such reactors usually exhibit a much larger amount of scatter when compared to experiments involving active temperature control.

In addition, gamma heating levels of this magnitude are sensitive to many design variables and are difficult to calculate and measure. Referring to the often cited work by Bloom and Wiffen, shown in Figure 2, Garner has shown that early comparisons of HFIR and fast reactor data are inconclusive with respect to the influence of helium. This is due primarily to the original substantial underestimate (33 watts per gram) of gamma heating in HFIR and secondarily to changes required in the quoted dpa levels.

More recent studies involving comparison of HFIR and fast reactor data show that the influence of large differences in helium on mechanical properties is not very significant. Although the reason for the nonresponsiveness compared to the behavior shown in Figure 2 were attributed by the authors to improvements in the steel (cold working and solute modification) rather than better determination of irradiation temperatures and dpa levels.

An additional consideration lies in the fact that gamma heating arises from a number of sources: prompt gammas from the fission event, delayed gammas from fission products and inelastic scattering events. The latter contribution is most pronounced in water cooled reactors. The delayed contribution requires some time after start-up to reach its equilibrium value. Thus the gamma heating rate is time-dependent and the temperature is likewise time-dependent.

In high flux intercorrelation experiments the impact of temperature uncertainties and temperature variations depends somewhat on the property being examined. Tensile properties exhibit saturation levels that are relatively sensitive to temperature. While the incubation period of void swelling is also very sensitive to flux temperature, and temperature history, the steady-state swelling rate is not very responsive to differences in temperature or displacement rate. It has been shown that while deliberate or unavoidable changes in temperature can affect the transient regime of swelling, changes in temperature...
introduced in the post-transient regime have little effect, even though the microstructures developed in isothermal and temperature-change irradiations can be quite different.**

**Flux Effects**

Many fission-fusion correlation studies directed toward helium or spectral effects are conducted by necessity at different displacement rates. In a recent review article by Garner and coworkers, however, it was shown that even relatively modest differences in displacement rate can exert pronounced influence on the swelling, irradiation creep and tensile properties of stainless steels at high neutron exposure. The transient regime of these properties is particularly sensitive to differences in displacement rate.

Kiritani has shown that low fluence spectral effects experiments are also flux-sensitive.** Figure 3 shows the results of low fluence swelling comparisons of pure nickel by Muroga and coworkers, who concluded that their results could not be interpreted solely in terms of spectral differences because the experiment was dominated by the large difference in displacement rates. Even relatively small differences (factors of 2 or 3) in neutron flux can lead to pronounced effects in pure nickel, however, as shown in Figure 4.

**Displacement Considerations**

Recently, several previously unrecognized contributions to the displacement process have been examined. The recoil of the iron atom in the $^{58}\text{Ni}(n,\gamma)\; ^{59}\text{Ni}(n,\alpha)$ $^{56}\text{Fe}$ reaction used to produce helium in many studies can cause a time-dependent increase of as much as 90-100% in the displacement level of pure nickel when irradiated in a mixed spectrum reactor. Thus studies of the separate and synergistic effects of helium and nickel content necessarily involve nickel-dependent differences in displacement rate. This may be a small or large contribution, depending on the design of the experiment. It is small in the studies shown in Figures 3 and 4 and most pronounced in mixed spectrum reactors. For instance, the displacement level quoted for the HFIR data in Figure 2 must be increased -13% to account for the $^{58}\text{Ni}$ contribution.
Figure 3. Swelling Observed in Nickel During a Correlation Experiment Conducted at Vastly Different Displacement Rates. Swelling is seen to be dependent on temperature at the higher displacement rate of the JOYO reactor but not at the lower displacement rate of RTNS-II. Flux effects are thought to have dominated over PKA recoil spectra considerations in this experiment.

Figure 4. Swelling Observed in Ni-200 (99.6% Ni) Across a Series of Stacked Ring Samples Lying in a Neutron Flux Gradient. The temperatures do not vary significantly across the rings. While the steady state swelling rate is relatively insensitive to temperature (399-488°C) and displacement rate, the incubation period is very flux-sensitive.
Another potentially more significant contribution to the displacement process arises from the realization that displacements associated with \((n,\gamma)\) events induced by thermal neutron capture may influence damage production disproportionately due to their greatly reduced levels of point defect recombination.\(^{18,17}\) Thus, displacement production in reactor environments may appear to be very sensitive only to \(1-2\) thermal neutron events, which contribute to calculated displacement levels, but may actually involve much greater levels of survivable point defects compared to those produced in high energy cascades.

**Transmutation Effects**

Most transmutation studies are directed toward the influence of the gaseous transmutants helium and hydrogen. However, the impact of solid transmutants is sometimes strongly involved in comparative irradiations directed toward the evolution of microstructure or macroscopic properties. A recent review article presented three examples where solid transmutant differences influenced experiments in either a minor, moderate or major manner.\(^{15}\) These were studies on AISI 316 stainless steel, copper alloys and aluminum alloys, respectively.

The solid transmutants produced in copper and aluminum can in some spectra dominate the response of these metals more than any other variable, thus rendering these metals unsuitable for helium or PKA recoil spectra effects studies where different reactor spectra are employed. A similar situation exists for manganese-based reduced activation alloys and to some extent for alloys containing vanadium and chromium.\(^{16}\)

Some helium effects studies involve the side-by-side irradiation of ferritic steels with and without low levels of nickel in mixed spectrum reactors to produce different helium/dpa ratios by transmutation of nickel.\(^{18}\) This approach assumes that nickel does not itself alter the behavior of the steel. Two ion bombardment studies have shown, however, that nickel does influence the microstructural evolution and swelling of ferritic alloys.\(^{20,21}\) Helium and nickel effects therefore compete in these experiments.

A more subtle solid transmutant problem exists in the use of \(^{10}\)B to generate helium within an alloy.\(^{16}\) Since both lithium and helium are light elements, this technique does not introduce significant amounts of additional displacements and thus involves no differences in displacement rate. Unfortunately, while one can adjust the \(^{10}\)B/\(^{6}\)Li ratio to avoid differences due to the chemical effect of boron, one cannot avoid the influence of the lithium transmutant that accompanies the helium. Various studies have shown that lithium exerts a strong effect on microstructural evolution of stainless steels and various pure metals.\(^{22-25}\) The lithium effect is particularly obvious when the helium and lithium influences are separated by use of the "halo effect" around small precipitates.\(^{25}\) In recent studies, Zinkle and coworkers employed \(^{10}\)B to study side-by-side irradiations the effects of helium on microstructure and swelling in pure copper.\(^{29,30}\) While the details of the microstructure were found to be quite sensitive to the \(-100\) appm helium formed early in the irradiation, the overall swelling over a wide temperature range was remarkably similar to that of copper irradiated without boron. While it is tempting to conclude that helium's macroscopic influence on swelling in copper is small, one cannot ignore the unknown, concurrent and possibly synergistic influence of \(-100\) appm lithium.

**Spectral Comparisons and Isotopic Tailoring Experiments**

A number of comparative irradiation experiments involving mixed spectrum and fast reactors have been conducted at relatively high fluence levels, primarily to study the effect of helium. The result of most of these were discussed in a recent review paper by Mansur and Grossbeck. Two of these experiments on various austenitic stainless steels are of particular interest\(^{31,32}\) and show that there is an apparent increase in swelling and creep rate that occurs at the intermediate helium/dpa ratios found in the Oak Ridge Research Reactor (ORR) compared to the lower and higher ratios found in FFTF (Fast Flux Test Facility) and HFIR. Unfortunately, ORR operates at a displacement rate that is almost an order of magnitude smaller than that of the other two reactors. The increase in swelling observed in ORR is consistent with the observed effect of displacement rate on swelling,\(^{1}\) and creep is known to accelerate in the presence of swelling.\(^{9}\) Each of these three reactors also exhibit different temperature histories. How do we separate the various contributions of spectrum, helium/dpa ratio, displacement rate and temperature in such experiments?

In a comprehensive effort to study the separate and synergistic effects of helium and other variables involved in comparative irradiations of austenitic alloys, a series of closely related experiments on simple Fe-Cr-Ni alloys is in progress. The approach of these studies is to first determine in some detail the major compositional and environmental sensitivities of Fe-Cr-Ni model alloys irradiated in the EBR-II (Experimental Breeder Reactor-II) and FFTF fast reactors. The roles of phosphorus, silicon and titanium are also included in these studies since precipitates formed by these elements are often invoked to play a role in the distribution and action of helium.\(^{7}\) Some early results of these continuing studies are documented in other papers.\(^{32-37}\) These fast reactor results are then being compared with the behavior of subsets of these alloys which were irradiated in spectrally tailored experiments in ORR\(^{38-39}\) companion nontailored experiments in EBR-II\(^{38,39}\) and in \(^{9}\)Ni isotopic-doping experiments in FFTF.\(^{40-42}\)

When first comparing the results of the AD-1 and MFE-4 irradiations in EBR-II and ORR it appears that there may be some possibility that the higher helium/dpa ratio in ORR alters both the swelling and mechanical
behavior, as shown in Figures 5 and 6. However, a direct helium-based comparison ignores the differences in total dose and dose rate encountered in the two reactors. It also ignores the impact of the $^{59}\text{Ni}$ dpa contribution on the experiment. Given the demonstrated influence of these variables it is unwise to ignore their potential dominance of the experiment. The complexity of this type of comparative experiment is further illustrated in Table 1, which shows that these "comparable" irradiations were actually conducted at a variety of dose levels, even within each experiment. This is a consequence of the operating characteristics and limitations associated with reactor use.

The most promising approach currently available to explore the separate and synergistic effects of helium and other variables involves the use of nickel isotopic tailoring, which allows side-by-side comparisons of helium effects at fusion-relevant generation rates. This technique can be used in a variety of reactor spectra by employing $^{59}\text{Ni}$ additions or by making adjustments in the $^{59}\text{Ni}/^{60}\text{Ni}$ ratio.\textsuperscript{44,45}

Isotopic doping with $^{59}\text{Ni}$ combined with the on-line temperature control ($\pm5^\circ\text{C}$) available in the FFTF Materials Open Test Assembly is an approach which can unambiguously separate the contributions of various important variables.\textsuperscript{45} Even in the event of nonisothermal irradiation, the doped and undoped specimens experience exactly the same temperature, spectrum and flux history. For a doped 25% nickel alloy producing 10 appm/dpa in FFTF, the $^{59}\text{Ni}$ contribution contributes only a 0.4% increase in dose rate, producing essentially a one-variable experiment designed to study helium effects in competition with other important variables.

In the first series of microstructural studies the interactive effects of helium, temperature, nickel level, phosphorus addition and cold-working were investigated.\textsuperscript{40-42,45} While higher helium generation rates were shown to influence somewhat the details of the microstructure, the effect of helium was in general small and secondary to that of all other variables studied. In mechanical property measurements it was clearly shown that in the absence of other perturbing variables, the influence of helium was rather minor as shown in Figures 7 and 8. This conclusion is in sharp contrast to the conclusion one could draw in an uncritical assessment of Figure 6. Further studies now in progress will test the validity of this conclusion at higher fluence levels.

![Figure 5](image-url)  
Figure 5. Comparison of the Swelling Behavior of Fe-15Cr-XNi alloys in ORR and EBR-II as a Function of Temperature and Nickel Content.\textsuperscript{38} The ORR dpa levels vary with nickel content due to the $^{56}\text{Fe}$-induced contribution. At -400°C there is an apparent suppression of ORR-induced swelling relative to that in EBR-II. The helium/dpa ratios are rather large, ranging from 27 to 58 as the nickel level increases.
Figure 6. Comparison of Yield Strength Changes of Fe-15Cr-XNi Alloys Observed in ORR and EBR-II as a Function of Temperature and Nickel Content. The ORR data are at higher dpa levels and were generated at lower calculated displacement rates.

<table>
<thead>
<tr>
<th>Composition (wt%)</th>
<th>330 and 400°C dpa</th>
<th>400°C He. atom</th>
<th>500 and 600°C dpa</th>
<th>500°C He. atom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe-19.7Ni-14.7Cr</td>
<td>13.4</td>
<td>371</td>
<td>12.2</td>
<td>332</td>
</tr>
<tr>
<td>Fe-24.4Ni-14.9Cr</td>
<td>13.6</td>
<td>463</td>
<td>12.4</td>
<td>414</td>
</tr>
<tr>
<td>Fe-30.1Ni-15.1Cr</td>
<td>13.8</td>
<td>555</td>
<td>12.6</td>
<td>495</td>
</tr>
<tr>
<td>Fe-34.5Ni-15.1Cr</td>
<td>14.0</td>
<td>647</td>
<td>12.7</td>
<td>573</td>
</tr>
<tr>
<td>Fe-45.3Ni-15.0Cr</td>
<td>14.3</td>
<td>832</td>
<td>13.1</td>
<td>140</td>
</tr>
</tbody>
</table>

The two displacement levels in AD-I experiment were relatively independent of composition: 9.5 dpa at 394°C, 11.3 dpa at 450 and 550°C. The helium/dpa ratios, however, ranged from 0.5 to 0.9, dependent on nickel content.

CONCLUSIONS

It is very difficult to determine the influence of either PKA recoil spectra or helium/dpa ratio when other perturbing variables also operate in the experiment. The most persistent problem appears to be that of differences in displacement rate, which have been shown to totally dominate the results of many fission-fusion correlation experiments. When differences in displacement rate, temperature history and other variables are removed, helium is shown to sometimes exert only a secondary effect on macroscopic property changes. Isotopic tailoring and irradiation in temperature controlled experiments offers the most promise for further successful fission-fusion correlation efforts. Isotopic tailoring experiments conducted in mixed spectrum reactors with high gamma heating rates may not be quite as successful unless the temperature is actively controlled.
Figure 7. Influence of Cold-Work Level, dpa, Helium/dpa Ratio and Phosphorus on the Tensile Strength of Fe-15Cr-25Ni Irradiated in FFTF at 375°C Using $^{59}$Ni Isotopic Tailoring. The convergence of yield strengths at a saturation value independent of cold-work level has been observed in other studies.

Figure 8. Influence of Cold Work Level, dpa and Helium/dpa Ratio in $^{59}$Ni Doping Experiments Conducted in FFTF at 600°C.
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FUTURE WORK

This effort will continue as additional relevant data become available.
The purpose of this work is to determine the effect of the neutron spectrum on radiation-induced changes in mechanical properties of metals.

SUMMARY

An irradiation program is in progress at the Los Alamos Spallation Radiation Effects Facility (LASREF) that will complement earlier low exposure spectral effects experiments (LESEX) performed using RTNS-II and the Omega West Reactor. As in RTNS-II, the specimens in LASREF will be brought to temperature prior to irradiation so as to avoid temperature history effects apparently present in some materials in the OWR irradiations. LASREF irradiations will include specific experiments to look for and quantify temperature history effects. Damage rate effects will also be investigated. A trial LESEX irradiation has been completed at LASREF using an abbreviated specimen matrix, and the specimens are being shipped to PNL for tensile testing.

PROGRESS AND STATUS

Direct comparison of fusion and fission neutron radiation damage effects has been investigated in experiments using miniature tensile specimens irradiated to low fluences in RTNS-II and the Omega West Reactor (OWR). For the most part, tensile property changes due to irradiation in the two neutron spectra correlate when compared on the basis of displacements per atom (dpa). For one of the exceptions, AISI 316 stainless steel, it appears that temperature history effects in the OWR irradiations might account for the increased hardening per dpa. Defects nucleated at lower temperatures during the daily ascent to power could be the source of the increased hardening. The temperature-controlled irradiation vehicle at OWR has been decommissioned, so investigation of temperature history effects there is not possible.

LASREF utilizes the neutron irradiation facilities available in the beam stop area of the Los Alamos Meson Physics Facility (LAMPF), where conditions exist for irradiations at doses and temperatures in the ranges of those done at RTNS-II and OWR. Direct comparisons of spallation neutron irradiations with fusion and fission neutron irradiations can be made with the same materials, temperatures and dose range. Effects of displacement damage due to the "high energy tail" of the spallation neutron spectrum will be assessed at low doses, where transmutations are expected to be too small to have any effect. Experiments to examine the effects of temperature history and damage rate will also be included.

Trial Run

From August 16 to September 29, 1989, a trial irradiation was performed with spallation neutrons in a rabbit tube at LAMPF. The purpose of the trial run was to determine the temperature characteristics of the rabbit capsules and to provide an early indication of tensile property changes to be expected in the full experiment. Materials in the trial run included Marz grade copper, solution annealed 316 SS and two copper alloys. The specimens were encapsulated in four capsules (sealed while flowing helium through them) and were irradiated without active temperature control at the relatively constant ambient temperatures in the rabbit tube. The capsules were placed at four distances radially from the beam center, and they received estimated doses ranging from 0.02-0.2 dpa. Analysis of dosimetry foils in the capsules will proceed shortly. Thermocouples attached to the capsules recorded temperatures ranging from 36-55°C, depending on the position of the capsule. The specimen temperatures are estimated to be up to 10 degrees higher than the capsule because of nuclear heating, assuming a worst case helium gas gap between specimens and capsules. It is anticipated that temperatures from 90 to 290°C can be maintained in the rabbit capsules with a flowing heated gas system.

Spectral Effects Experiments

The primary LASREF irradiations for LESEX will match the temperatures and dose ranges of the primary RTNS-II and OWR irradiations: to doses from 0.0003 to 0.03 dpa at 90°C and to doses from 0.001 to 0.1 dpa at 290°C. The material matrix for LESEX is listed in Table 1.

(f) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RL01830.
Table 1
Materials for Low Exposure Spectral Effects Experiment in LASREF

<table>
<thead>
<tr>
<th>Material Composition (wt%)</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>cu (99.999)</td>
<td>annealed 450°C, 15 min</td>
</tr>
<tr>
<td>Cu5%A1</td>
<td>annealed 450°C, 15 min</td>
</tr>
<tr>
<td>Cu5%Mn</td>
<td>annealed 450°C, 15 min</td>
</tr>
<tr>
<td>Cu5%Ni</td>
<td>annealed 450°C, 15 min</td>
</tr>
<tr>
<td>CuAl25</td>
<td>annealed as Al₂O₃ 982°C, 1 h</td>
</tr>
<tr>
<td>316 SS</td>
<td>annealed 1000°C, 10 h</td>
</tr>
<tr>
<td>A302B</td>
<td>service condition</td>
</tr>
</tbody>
</table>

The first LESEX irradiation in temperature-controlled capsules will be done at 90°C, with four capsules placed to obtain doses varying over an order of magnitude. Measurements show the neutron spectrum does not vary significantly over this range of capsule positions.

**Temperature History and Damage Rate Effects**

With active temperature control in the rabbit capsules, experiments will be done to measure the sensitivity of temperature history effects to both the value and duration of the initial lower temperature. Specimens will be brought to the lower temperature, irradiated for a time interval, then raised to the higher nominal irradiation temperature. The initial experiment will investigate 316 SS at 290°C with 2 lower temperatures of 2 durations each. Additional experiments will be done as deemed necessary. These experiments will provide information that can be used to judge the potential for (or magnitude of) temperature history effects in previous irradiation experiments, as well as for planning future experiments.

As in RTNS-II, the doses will be achieved at different damage rates (the damage rates in LAMPF are about ten times higher than in RTNS-II). Damage rate effects in LAMPF will be investigated by doing additional irradiations at the same positions and temperature, but to smaller total doses.

Post-irradiation testing will include tensile tests on miniature tensile specimens and examination of the microstructures by TEM. Additional specimens will be available for other destructive analyses.

**FUTURE WORK**

The trial run specimens have been removed from the rabbit capsules and will be shipped to PNL shortly. Tensile testing will proceed soon after arrival. The first temperature-controlled irradiation is now planned to begin in late August, 1990.

**REFERENCES**


6. DEVELOPMENT OF STRUCTURAL ALLOYS

6.1 Ferritic Stainless Steels
IRRADIATION EFFECTS ON IMPACT BEHAVIOR OF 12Cr-1MoVW AND 21/4Cr-1Mo STEELS — R. L. Klueh and D. J. Alexander (Oak Ridge National Laboratory)

OBJECTIVE

The goal of this study is to evaluate the impact behavior of irradiated ferritic steels and relate the change in properties to the irradiation damage.

SUMMARY

Charpy impact tests were conducted on 12Cr-1MoVW steel after irradiation in the Fast Flux Test Facility (FFTF) and the Oak Ridge Research Reactor (ORR). One-half-size and one-third-size Charpy specimens were irradiated in FFTF at 355°C. After irradiating half-size specimens to -10 and 17 dpa, a shift in ductile-brittle-transition temperature (DBTT) of 160°C was observed for both fluences, indicating a saturation in the shift. A shift in DBTT of 151°C was observed for the third-size specimens after irradiation to 10 dpa. Third-size specimens of 12Cr-1MoVW steel irradiated to -7 dpa in the ORR at 330 and 400°C developed shifts in DBTT of 200 and 120°C, respectively, somewhat above and below the shifts observed after irradiation at 355°C in FFTF. This correspondence of results in the mixed-spectrum ORR and the fast-spectrum FFTF is in marked contrast to large differences observed between specimens irradiated in the mixed-spectrum High Flux Isotope Reactor and the fast spectrum Experimental Breeder Reactor.

The first data on the effect of fast reactor irradiation on the impact behavior of 21/4Cr-1Mo steel were obtained. Third-size specimens were irradiated in FFTF to -10 dpa at 355°C. An increase in DBTT of 170°C was observed, similar to the shift observed for 12Cr-1MoVW steel following comparable irradiation. The reduction in the upper-shelf energy for the 21/4Cr-1Mo steel was less than that observed for 12Cr-1MoVW steel. Because of the low DBTT of unirradiated 21/4Cr-1Mo steel, the DBTT after irradiation remained below that for 12Cr-1MoVW steel.

PROGRESS AND STATUS

Introduction

Ferritic steels are being considered as possible structural materials for the first wall and blanket structure of future fusion reactors. A major problem with the use of ferritic steels for this application involves the large increase in the ductile-brittle transition temperature (DBTT) and large decrease in the upper-shelf energy (USE) that can be caused by irradiation. After neutron irradiation, DBTT values well above room temperature have been observed. 1-7

Irradiation effects on impact behavior have been studied by irradiating materials in fission test reactors. Due to the limited irradiation space available in most of these reactors, miniature Charpy V-notch (CVN) Specimens one-half and one-third the standard size have been developed and used. 2-5,8,11 Such miniature specimens show a transition from ductile to brittle fracture similar to that found in the standard full-size CVN specimens, although over a different temperature range. 8,10,11 Because of the small size, the energy absorbed during fracture is considerably less for miniature specimens than for full-size specimens.

In comparing Charpy curves for different-size specimens, it has been found that the DBTT for a given material is lower for a subsize specimen than for a full-size specimen. 9-11 Attempts have been made to normalize the impact data for the different-size specimens so that curves obtained from the different specimens can be compared. 2,8,10,12 Normalization by volume and by area have been attempted. Volume normalization has been found to give the best correlation for USE, and area normalization the best correlation for lower-shelf energy. 2,8,10,11 In addition to using just the physical dimensions and ligament size for normalization, as is the case for volume and area normalizations, Louden et al. incorporated the notch geometry into their normalization calculations. 12 None of these attempts have been successful over the entire temperature range of the Charpy test.

Of most interest in alloy development programs for steels for fusion reactor applications is the determination of the shift in DBTT and how this shift is related for specimens of different size. Louden et al. calculated a normalized DBTT that allowed the shifts in DBTT (ADBTT) due to irradiation to be compared for specimens of different sizes. 12 Their approach implies that different shifts will occur for the different specimen sizes. In this report, data obtained from half-size and third-size specimens irradiated simultaneously will be compared to determine how the shift in DBTT depends on specimen size.

Investigations of 9Cr-1MoVNb and 12Cr-1MoVW steels irradiated in the Experimental Breeder Reactor (EBR-II) have indicated that the shift in DBTT saturates with increasing fluence. 3 This report will examine saturation for 12Cr-1MoVW steel irradiated in FFTF. The saturation values for ADBTT obtained for
the 9Cr-1MoVNb and 12Cr-1MoVW steels in EBR-II did not correspond to the values measured for these same steels after they were irradiated in the mixed-spectrum High Flux Isotope Reactor (HFIR). The difference may have been caused by the larger amount of helium generated during irradiation in HFIR. Only small amounts of helium form during irradiation in a fast reactor, whereas relatively large quantities can be generated in nickel-containing materials in the mixed-neutron spectrum of HFIR. Helium is produced by the following two-step reaction of $^{58\text{Ni}}$ with thermal neutrons in the spectrum: $^{58\text{Ni}}(n,\gamma)^{59\text{Ni}}$ followed by $^{59\text{Ni}}(n,\alpha)^{56\text{Fe}}$. The nominal concentration of nickel in 12Cr-1MoW steel is 0.5 wt %, of which about 68% is $^{58\text{Ni}}$. The effect of transmutation helium on mechanical properties is important for fusion reactor first-wall materials, because the high-energy neutrons generated by the fusion reaction will produce large amounts of transmutation helium, typically 10 to 15 ppm/dpa for iron-base alloys.

Specimens of the same heat of 12Cr-1MoW steel irradiated in FFTF have also been irradiated in the Oak Ridge Research Reactor (ORR), which, like HFIR, is a mixed spectrum reactor. The results from the two reactors will be compared, and those results will be compared with material previously irradiated in HFIR.

The 9Cr-1MoVNb and 12Cr-1MoVW steels are of most interest as possible ferritic steel candidate materials for the first wall of a fusion reactor. However, there is some interest in 21/4Cr-1Mo steel, and in this paper, the first Charpy impact data for this steel after irradiation in a fast reactor will be presented.

**Experimental Procedure**

The 12Cr-1MoVW steel specimens irradiated in FFTF and ORR were taken from hot-rolled plate from an electroslag-remelted (ESR) heat (National Fusion Heat 9607-R2). This steel was normalized and tempered as follows: 0.5 h at 1050°C, air cooled; 2.5 h at 700°C. The microstructure after this heat treatment was a tempered martensite (Fig. 1). The 21/4Cr-1Mo steel specimens were taken from 25.4-mm thick plate (heat 56447) that was normalized and tempered as follows: 1 h at 900°C, air cooled; 1 h at 700°C, air cooled. The microstructure contained polygonal ferrite and tempered bainite (Fig. 2). The chemical compositions for both steels are given in Table 1.

---

**Fig. 1.** Tempered martensite microstructure of normalized-and-tempered 12Cr-1MoVW steel.

**Fig. 2.** Polygonal ferrite and tempered bainite microstructure of normalized-and-tempered 21/4Cr-1Mo steel.

Miniature CVN specimens, essentially one-half and one-third standard size specimens, were machined from the heat-treated plates in the longitudinal (LT) orientation. Half-size specimens measured 5 mm by 5 mm by 25.4 mm and contained a 0.76-mm-deep 30° V-notch with a 0.05- to 0.08-mm-root radius. Third-size specimens measured 33 by 33 by 25.4 mm with a 0.51-mm-deep 30° V-notch that had a 0.05- to 0.08-mm-root radius.
The 12Cr-1MoVW and 21/4Cr-1Mo specimens irradiated in the FFTF were in the below-core specimen canister of the Materials Open Test Assembly (MOTA). This is a sodium "weeper" that operates at -365°C, which is slightly above the coolant ambient temperature. Third-size and half-size specimens of 12Cr-1MoVW steel and the third-size specimens of 21/4Cr-1Mo steel were exposed simultaneously. Specimens were irradiated to fluences of $-2.7 \times 10^{26}$ and $4.7 \times 10^{26}$ n/m$^2$ (E $> 0.1$ MeV), which produced displacement-damage levels of -10 and 17 dpa, respectively. Very low helium levels (~<1 appm) were present in these specimens.

The third-size 12Cr-1MoVW steel specimens irradiated in the ORR were in the joint U.S.-Japan experiment ORR-MFE-7J. Details on the experiment have been presented elsewhere.** Specimens were irradiated to a maximum thermal fluence (E $> 0.5$ eV) of $8.1 \times 10^{25}$ n/m$^2$ and a maximum fast fluence (E $> 0.1$ MeV) of $9.5 \times 10^{25}$ n/m$^2$. An average displacement damage of $7 \text{ dpa}$ was obtained, and the helium level, which was primarily determined by the transmutation reaction of thermal neutrons with $^{58}\text{Ni}$, was $<5$ appm.

Charpy tests were carried out in a pendulum-type impact machine specially modified to accommodate subsize specimens. To obtain the DBTT and upper-shelf energy (USE), impact energy-temperature curves were generated by fitting the data with a hyperbolic tangent function. The DBTT was determined at the energy corresponding to one-half of the USE.

Results

Table 2 gives the experimentally determined DBTT and USE values for all tests, as obtained from the calculated best-fit curves. These results are presented below according to the reactors in which the specimens were irradiated.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Irradiation Temperature (°C)</th>
<th>Displacement Damage (dpa)</th>
<th>DBTT (°C)</th>
<th>ΔDBTT (°C)</th>
<th>Upper Shelf Energy (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Irradiated in FFTF -- 1/2 Size Specimens</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12Cr-1MoVW Control</td>
<td>365</td>
<td>0</td>
<td>-19</td>
<td>20.8</td>
<td></td>
</tr>
<tr>
<td>12Cr-1MoVW Control</td>
<td>365</td>
<td>10</td>
<td>142</td>
<td>161</td>
<td>11.4</td>
</tr>
<tr>
<td><strong>Irradiated in FFTF -- 1/3 Size Specimens</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12Cr-1MoVW Control</td>
<td>365</td>
<td>10</td>
<td>105</td>
<td>151</td>
<td>3.2</td>
</tr>
<tr>
<td>21/4Cr-1Mo Control</td>
<td>365</td>
<td>0</td>
<td>-107</td>
<td>10.5</td>
<td></td>
</tr>
<tr>
<td><strong>Irradiated in ORR -- 1/3 Size Specimens</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12Cr-1MoVW Control</td>
<td>365</td>
<td>0</td>
<td>-46</td>
<td>6.0</td>
<td></td>
</tr>
<tr>
<td>330</td>
<td>7</td>
<td>153</td>
<td>199</td>
<td>3.9</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>7</td>
<td>76</td>
<td>122</td>
<td>4.7</td>
<td></td>
</tr>
</tbody>
</table>

**Determined at one-half upper-shelf energy.
**FFT Irradiation**

Figure 3 shows the Charpy curves for the half-size 12Cr-1MoVW steel specimens irradiated in FFTF to 10 and 17 dpa. Also shown is the curve for this heat of steel in the normalized-and-tempered condition. Irradiation caused a substantial increase in the DBTT and a decrease in the USE. However, for all practical purposes, there was no difference between specimens irradiated to 10 or 17 dpa, suggesting that the magnitude of the DBTT shift saturates with fluence, and that saturation is reached by 10 dpa.

![Charpy curves for half-size specimens of 12Cr-1MoVW steel](image)

**Fig. 3.** Charpy curves for half-size specimens of 12Cr-1MoVW steel in the normalized-and-tempered condition and after irradiation to 10 and 17 dpa at 365°C in FFTF.

Third-size specimens irradiated in FFTF to 10 dpa showed a behavior similar to that obtained for the half-size specimens irradiated to the same fluence (Table 2). Although the unirradiated DBTT of the third-size specimens is lower than that of the half-size specimens, the ADBTT is similar. A 151°C change was observed for the third-size specimens and 161°C for the half-size specimens. There was also a difference in the USE of the unirradiated specimens, but again, similar decreases in USE for the two types of specimens were observed after irradiation. A 47% decrease was observed for the half-size specimens, and a 45% decrease was observed for the third-size specimens.

Figure 4 shows Charpy curves for 2%Cr-1Mo steel in the unirradiated and irradiated conditions. A ADBTT comparable to that observed for the third-size 12Cr-1MoVW steel was observed for this low-chromium steel (Table 2).

**ORR Irradiation**

Irradiation of the third-size specimens of 12Cr-1MoVW steel at 330 and 400°C to ~7 dpa in the ORR resulted in a shift in DBTT with a magnitude similar to that measured after irradiation to 10 dpa at 365°C in FFTF. This is shown in Fig. 5, where the curves for the specimens irradiated to 10 dpa at 365°C in FFTF are compared with those irradiated at 330 and 400°C in ORR. Specimens irradiated at 330°C showed a slightly larger shift and those irradiated at 400°C showed a slightly smaller shift than observed for the specimens irradiated at 365°C in FFTF. The decrease in USE at 365°C in FFTF was slightly larger than that for the specimens irradiated in ORR at 330°C.

**Discussion**

**Irradiation Effects on Impact Properties**

Previous studies on the effect of irradiation on toughness include work by Hu and Gelles who irradiated half-size specimens of 12Cr-1MoVW steel in EBR-II to 13 and 25 dpa at 390°C. They reported ADBTT values of 124 and 144°C, respectively. These observations were taken to indicate a saturation in ADBTT.
with fluence. Corwin, Vitek, and Klueh irradiated half-size specimens of 12Cr-1MoVW steel to 11 dpa in EBR-II and found a ADETT of 122°C, which agrees with the Hu and Gelles observation. Smidt et al. irradiated full-size specimens of 12Cr-1MoVW steel at a somewhat higher temperature (419°C) to about 6 dpa. They observed a ADBTT of ~108°C, a slightly lower change, but of similar magnitude to the results at 390°C. Finally, Hu and Gelles irradiated half-size specimens of 12Cr-1MoVW steel at 450°C and found a significantly lower ADETT after 26 dpa (59°C) than was observed at 390°C. These results indicate that the ADETT saturates with fluence and decreases with irradiation temperature in fast reactors.
The present observations fall into the pattern of the previous results in that a saturation in ADBTT occurred after irradiation at 365°C. Further, the magnitude of change was similar to the previous changes, and the change at 365°C exceeded that at 390°C, in agreement with the observation that ADBTT increases with decreasing temperature. The agreement between all the different experiments conducted to date is excellent, considering the different experiments used different heats of steel and different irradiation rates. The present results indicate that the 12Cr-1MoVW steel has received much less attention as a potential candidate for fusion applications than the 9Cr-1MoV and 12Cr-1MoVW steels. With the advent of MOTA in FFTF, a third-size specimen of 12Cr-1MoVW steel was irradiated in FFTF at 400°C. Although there was but one set of third-size and half-size specimens for comparison, the excellent agreement noted at 10 dpa still applies.

Effect of Specimen Size on Shift in DBTT

Although there was but one set of third-size and half-size specimens for comparison, the excellent agreement between the shift in DBTT and the percent reduction of USE (45 and 47%) after similar irradiation leads to the tentative conclusion that the value of these changes are the same for the two types of specimens. When specimens were irradiated in HFIR and EBR-II, the magnitude of the shift in DBTT was found to be 151°C and 195°C, respectively. This difference in behavior between HFIR and EBR-II was tentatively attributed to the larger amount of helium that is formed in the steel when irradiated in HFIR. The present observations fall into the pattern of the previous results in that a saturation in ADBTT occurred after irradiation at 365°C. Further, the magnitude of change was similar to the previous changes, and the change at 365°C exceeded that at 390°C, in agreement with the observation that ADBTT increases with decreasing temperature. The agreement between all the different experiments conducted to date is excellent, considering the different experiments used different heats of steel and different irradiation rates.
The only previous published comparison of ADBTT for different-size specimens irradiated under similar conditions are apparently those of Vitek et al.\(^4\). Those observations involved the changes observed in sub-size specimens and standard specimens, which is of most importance, because it is of interest to relate changes back to a full-size specimen. Full- and half-size CVN specimens of 12Cr-1MoVW were simultaneously irradiated in the University of Buffalo Reactor (UBR) to \(8.6 \times 10^{23}\) n/m\(^2\). The standard specimens reported by Hawthorne, Reed, and Sprague\(^7\) developed an ADBTT of 47°C, and the half-size specimens tested by Vitek et al.\(^9\) developed an ADBTT of 36°C. This was concluded to be good agreement, considering the experimental error inherent in such measurements.\(^4\) After irradiation, identical drops in the USE of 13% were found for both the standard and half-size specimen.\(^9\)

An unpublished set of data for half-size specimens is also available for 9Cr-1MoVNb irradiated in UBR to \(-9 \times 10^{23}\) n/m\(^2\) at 150°C. The Charpy curves for unirradiated and irradiated specimens are shown in Fig. 6. These data can be compared to previously published data by Hawthorne, Reed, and Sprague for similarly irradiated full-size specimens.\(^7\) A ADBTT (at 41 J) of 83°C was observed for the standard specimens, compared to a shift (at 92 J) of 87°C for the half-size specimen, again an indication that the ADBTT for the different-size specimens is equal (excellent agreement is also obtained if the DBTT is determined at one-half the upper shelf energy). Good agreement was again observed for the change in USE: a decrease of 5% was observed for the full-size specimen, compared to 8% for the half-size specimen.

![Charpy curves for half-size specimens of 9Cr-1MoVNb steel in the normalized-and-tempered condition and after irradiation to \(-9 \times 10^{23}\) n/m\(^2\) at 150°C in the University of Buffalo Reactor.](image)

Loudon et al. attempted to develop a normalized DBTT to allow for a comparison of the ADBTT for full-size and subsize specimens.\(^12\) Their treatment can be carried further than the authors originally carried it, and when this is done, it can be shown that the ADBTT for a full-size specimen should be approximately 72% of a half-size specimen and 58% of a third-size specimen. The ADBTT for half-size specimens is expected to be about 81% of the shift observed for a third-size specimen. Such calculated values for the present studies would not agree with observations. Therefore, from the limited data obtained here, it is concluded that a one-to-one correspondence results for the ADBTT for the different-size specimens irradiated similarly.

**Summary and Conclusions**

Charpy specimens of 12Cr-1MoVW and 21/4Cr-1Mo steels were irradiated in the FFTF at 365°C, and specimens of 12Cr-1MoVW steel were irradiated in the ORR at 330 and 400°C. The following summarizes the observations and conclusions.

\(^{9}\)Vitek et al.\(^4\) compared the ADBTT determined at 92 J for the half-size specimens with that determined at 41 J by Hawthorne, et al.\(^7\) for the full-size specimens.
(1) The increase in DBTT and decrease in USE were the same after irradiating 12Cr-1MoVW steel to 10 and 17 dpa at 365°C in FFTF, in agreement with previous work that showed a saturation in the effect of irradiation on toughness when irradiated in a fast reactor. An increase in DBTT of 160°C was observed.

(2) Irradiation of half- and third-size specimens of 12Cr-1MoVW steel to 10 dpa at 365°C in FFTF resulted in comparable shifts in DBTT and similar percentage reductions in USE. Comparable shifts in DBTT and USE for full-size and subsize specimens irradiated similarly have also been observed under conditions where such irradiations have been made.

(3) Shifts in DBTT for the 12Cr-1MoVW steel irradiated in the mixed-spectrum ORR to 10 dpa at 330 and 400°C were comparable to those observed in the fast-spectrum FFTF and EBR-II. However, the changes were considerably smaller than those observed for irradiation in the mixed-spectrum HFIR. The difference was attributed to the larger amount of helium formed by irradiation in HFIR.

(4) The increase in DBTT for 24Cr-1Mo steel irradiated in FFTF to 10 dpa at 365°C was similar in magnitude to the increase observed for 12Cr-1MoVW steel. However, the final DBTT for the 24Cr-1Mo was lower than that for 12Cr-1MoVW because of the lower starting DBTT for the 24Cr-1Mo. Even after the reduction due to irradiation, the USE for 24Cr-1Mo steel remained higher than that for the 12Cr-1MoVW steel before irradiation.
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IMPROVED PROCESSING FOR TWO FERRITIC LOW ACTIVATION OXIDE DISPERSION STRENGTHENED STEELS - A. N. Niemi, M. G. McKimpson (Michigan Technology Institute) and D. S. Gelles (Pacific Northwest Laboratory)\(^{(a)}\)

**OBJECTIVE**

The objective of this effort is to determine if oxide dispersion strengthened alloys produced by mechanical alloying are suitable for first wall applications.

**SUMMARY**

Two oxide dispersion strengthened low activation ferritic alloys have been manufactured into extruded bar using improved mechanical alloying and extrusion procedures. The alloy compositions are, in weight percent, Fe-13Cr-0.7Ti-0.8W-0.2Y\(_2\)O\(_3\) and Fe-9Cr-0.8W-0.04C-0.2Y\(_2\)O\(_3\).

**PROGRESS AND STATUS**

**Introduction**

An effort has been initiated to consider the use of mechanically alloyed oxide dispersion strengthened (ODS) alloys for fusion. The first attempts to produce a low activation ferritic ODS alloy were made by the Institute of Materials Processing (IMP), Michigan Technology University. Two extrusions were prepared from mechanically alloyed powder, of compositions (in weight percent) Fe-14Cr-1.0Ti-0.5W-0.25Y\(_2\)O\(_3\) and Fe-9Cr-2.0W-0.3V-0.08C-0.25Y\(_2\)O\(_3\). The alloy compositions and method of processing were defined so that the 14Cr alloy was a low activation variant of the commercial alloy MA957 and the 9Cr alloy was a mechanically alloyed version of the low activation martensitic alloy GA3X. The results of that effort were significant for two reasons. First, they demonstrated that bar stock could be made of ODS low activation ferritic alloys, but improvements were required for extrusion processing because the as-extruded bars contained radial cracks. Second, intentional carbon additions to promote both martensite formation and oxide dispersion strengthening did not work because a carbide-yttria reaction occurred during aging. Also, examples of second phase particles were found in hot isostatic pressed (HIP) coupons. Based on the facts that improvements in processing procedure could be made to exclude the second phase particles and that carbon contents needed to be kept low, new bars of both compositions were ordered with carbon levels as low as possible. This report describes the production of these new bars.

**Experimetal Procedure**

The intended alloy compositions were Fe-14Cr-1.0Ti-0.5W-0.25Y\(_2\)O\(_3\) and Fe-9Cr-1.0Ti-0.5W-0.25Y\(_2\)O\(_3\). The starting powders and the maximum mesh sizes are given in Table 1. In the previous attempt to mechanically alloy similar materials, master alloy powders were used, where possible, in an attempt to minimize inhomogeneity in the final product. Due to the presence of what appeared to be residual Fe-Ti master alloy particles in those extrusions, Ti powder was substituted in this phase of the program on the assumption that the Ti particles would be more easily deformed than the master alloy particles during mechanical alloying. Additionally, it was found that the major source of carbon contamination in the previous mechanically alloyed powders came from wear debris associated with the polymeric packing in the attritor shaft seal. Although it was not possible to eliminate the packing, it was possible to operate the attritor in a way that minimized the accumulation of wear debris. Moreover, carbon analyses were performed on each batch of mechanically alloyed powder immediately after removal from the mill and the batch was discarded if the carbon content exceeded 0.05% by weight.

<table>
<thead>
<tr>
<th>Powder</th>
<th>Composition</th>
<th>Mesh Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>Fe-99.5%</td>
<td>-100</td>
</tr>
<tr>
<td>Fe-Cr</td>
<td>Fe-74Cr</td>
<td>-200</td>
</tr>
<tr>
<td>Ti</td>
<td>Ti-99.9%</td>
<td>-270</td>
</tr>
<tr>
<td>W</td>
<td>W-99.9%</td>
<td>6 micron</td>
</tr>
<tr>
<td>Y(_2)O(_3)</td>
<td>Y(_2)O(_3)-99.9%</td>
<td>&lt;40 nm</td>
</tr>
</tbody>
</table>

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RL0 1830.
A Szegvari attritor with a tank capacity of 9.5 liters (2.5 gal.) was used for the mechanical alloying. The tank was charged with 27.3 kilograms (60 lb) of 9.53 mm (3/8 in.) 440C stainless steel balls and 1.36 kilograms (3 lb) of powder. Three batches of each composition were required. The attritor was operated at 350 rpm with a positive pressure high purity argon purge rate of 100 cc per minute. Each batch was attrited for 12 hours, held overnight under argon, and attrited for 12 hours the next day. During attrition, the agitator drive torque and tank lid temperature were monitored. The torque ran between 556 and 570 n-m (410 - 420 in.-lb) while the lid temperature ran between 363 and 380 K. The tank and discharge valve were wiped clean after each batch. The three batches of each composition were combined in a v-cone blender for 15 minutes before consolidation. Powder for the extrusion billets was poured through the evacuation stem of a 80 mm diameter by 100 mm long copper can with intermittent vibration to ensure a maximum packing density. After filling, the cans were outgassed at 10⁻⁶ torr vacuum and 873 K for 24 hours, removed from the vacuum furnace into an argon-filled glove box, evacuated to 30 mtorr, and sealed. Following evacuation and sealing, the billets were HIPed at 1223 K for 4 hours at 200 MPa. The billets were then machined to dimension (50.8 mm diameter by 63 mm long) for extrusion. As-HIPed densities were determined for one billet of each composition using the Archimedes method. The density of the 5% Cr billet was found to be 1.70 g/cc and that of the 14% Cr billet was 7.66 g/cc. These values are 99% of the calculated theoretical densities. In an attempt to minimize or eliminate the radial cracking that occurred during extrusion of the billets produced in the previous phase of this program, the HIPed billets were placed in evacuated mild steel cans prior to extrusion during this phase. The primary function of the steel can was to prevent oxidation of the billet surface during the extrusion preheat soak and to act as a lubricant during extrusion.

Three billets were sent to RMI Company of Ashtabula, Ohio, for extrusion. One of the billets was made from powder with a higher carbon content (0.075% by weight) than the other two (0.04% and 0.046%) and was intended as a trial billet to evaluate the extrusion parameters. An extrusion ratio of 2.63:1 and an extrusion temperature of 1255 K were used on the Fe-14Cr trial billet with the high carbon content. This billet could not be extruded and had to be removed from the die. The temperature was increased to 1422 K for the remaining two billets. Both of the remaining billets, an Fe-14Cr billet with 0.046% C and an Fe-9Cr billet with 0.04% C, were successfully extruded.

Results

The as-extruded bars encased in mild steel are shown in Figure 1. The upper bar, labeled 078, is the Fe-9Cr alloy; the lower bar, labeled 086, is the Fe-14Cr alloy. Each bar measured approximately 44 cm long by 2.5 cm in diameter, with an internal core of ODS steel of about 1.9 cm. Extrusion produced no obvious defects on the mild steel surface, indicating that, in comparison with previous extrusions, the quality was much better.

![FIGURE 1. Extruded Bars of OOS Fe-9Cr Alloy, Upper Bar Labeled 078, and Fe-14Cr Alloy, Lower Bar Labeled 086, Showing Both Sides of Each Bar, As-Received](image_url)

Chemical analyses for Cr, Ti, W, Y (converted to equivalent Y₂O₃), and C were performed at IHP on samples from the two successful extrusions and the results are summarized in Table 2. The carbon was determined by fusion analysis and the other concentrations were determined by atomic absorption. It should be noted that the carbon values in Table 2 are not the same measurements quoted earlier, which were measured on the powder prior to HIP consolidation.

Metallographic sections in both transverse and longitudinal directions were prepared and the results are provided in Figures 2 through 5. The etchant was Vilella's etch. Figure 2a shows a the transverse section of bar 078, the Fe-9Cr alloy, at low magnification. The mild steel canning is easily identified by its coarsergrain size. A region adjacent to the canning is shown in an etched condition at intermediate magnifications in Figures 2b and c. These micrographs reveal the presence of black features uniformly distributed across the bar, and Figure 2d shows the structure at higher magnification. In Figure 2d, a fine background precipitate on the order of 0.5 μm, which is typical of carbide, can be identified. Careful through-focus examination revealed that the larger black features were cavities or pores in the material.
Table 2
Results of Chemical Analysis on Extrusion Samples. All values are given in weight percent.

<table>
<thead>
<tr>
<th>Element</th>
<th>Fe - 14Cr Measured</th>
<th>Stated</th>
<th>Fe - 9Cr Measured</th>
<th>Stated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr</td>
<td>12.96</td>
<td>14</td>
<td>9.58</td>
<td>9</td>
</tr>
<tr>
<td>Ti</td>
<td>0.73</td>
<td>1</td>
<td>0.80</td>
<td>1</td>
</tr>
<tr>
<td>W</td>
<td>0.76</td>
<td>0.5</td>
<td>0.80</td>
<td>0.5</td>
</tr>
<tr>
<td>Y₂O₃</td>
<td>0.18</td>
<td>0.25</td>
<td>0.21</td>
<td>0.25</td>
</tr>
<tr>
<td>C</td>
<td>0.047</td>
<td></td>
<td>0.036</td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 2. Optical Metallography of a Transverse Section of Bar 078, Showing Alloy Fe-9Cr at Various Magnifications

Therefore, porosity on the order of 4 μm in diameter is present at fairly high density throughout the as-extruded Fe-9Cr bar.

Figure 3a gives an as-polished example of the pores in a longitudinal section of the Fe-9Cr alloy bar. The pores were not uniformly distributed, with groups of pores formed into strings often parallel to the extrusion (horizontal) direction. Figure 3b shows a similar view for the etched microstructure and Figures 3c and d give the etched microstructure at higher magnifications. Again, carbide precipitate can be identified in Figure 3d. Also of note is the elongated grain structure, with an aspect ratio of about three to one.

Figures 4 and 5 give equivalent metallographic conditions for bar 086, the Fe-14Cr alloy. In this case, porosity was found to be significantly reduced, but carbide precipitation appears at higher number density. The aspect ratio for elongated grains in the longitudinal section is approximately four to one. The Fe-14Cr alloy is expected to have superior properties because it has reduced porosity.
FIGURE 3. Optical Metallography for a Longitudinal Section of Bar 078, Showing Alloy Fe-9Cr at Various Magnifications. Figure 3a is in the as-polished condition.

FIGURE 4. Optical Metallography of a Transverse Section of Bar 086, Showing Alloy Fe-14Cr at Various Magnifications.
Discussion

The outgassing procedure employed prior to HIP is critical in minimizing residual porosity due to gas entrapment. Ideally, outgassing should be done at a temperature higher than the highest exposure temperature of the material subsequent to HIPing. However, because of practical problems associated with evacuation and sealing of the HIP can, it is not always possible to outgas at such high temperatures. The outgassing temperature used in this program was chosen on the basis of Thennogravimetric Analysis (TGA) of samples taken from the milled powders. A typical TGA plot showing the sample weight as a function of temperature as the specimen is heated is shown in Figure 6. It is apparent in this figure that a substantial weight loss occurs just under 600°C, or 873 K. It is also apparent that little weight loss occurs above 873 K, so this was chosen as the outgassing temperature. The 24 hour hold time during outgassing was chosen based on experience. It is believed that the major species removed during the outgassing cycle is Teflon® from the attritor shaft packing, as wear debris was observed to accumulate near the packing during operation. Residual gas analysis of powders outgassed using this method in a subsequent study, however, has shown that the brief exposure to the glove box atmosphere for even the short time necessary to connect the vacuum hose to the evacuation stem may be sufficient to allow moisture adsorption to occur. This moisture may not be adequately removed during evacuation prior to sealing the can. Hence, the powders canned in this program may have had excessive adsorbed moisture levels that could lead to gas porosity during extrusion.

CONCLUSIONS

Two low activation ODS ferritic alloys have been successfully manufactured using mechanical alloying processes and extruded into bar encased in mild steel.
FUTURE WORK

Fabrication of tubing from the 14Cr oxide dispersion strengthened alloy will be attempted during the next reporting period in order to provide pressurized tube specimens for thermal and irradiation creep measurements.
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RESEARCH AND DEVELOPMENT OF IRON-BASED ALLOYS FOR NUCLEAR TECHNOLOGY • O. S. Gelles, (Pacific Northwest Laboratory)(a)

OBJECTIVE

The objective of this effort is to document progress on materials development for nuclear technology for the international community. This report is to be submitted for publication as an invited review paper in ISIJ International, a journal of the Iron and Steel Institute of Japan.

SUMMARY

This paper describes several of the nuclear materials research and development programs that have involved ferrous metallurgy. The research programs highlighted are as follows: For light water reactors, corrections have been made for stress corrosion of coolant piping and irradiation embrittlement of pressure vessel steels. Gas-cooled reactor concerns have included breakaway oxidation of mild steel components, nitride strengthened cladding materials development, breakaway oxidation in martensitic steel and structural materials specifications for very high temperature. Programs for liquid metal reactors have included efforts on void swelling resistance, piping alloy optimization, and application of mechanically alloyed oxide dispersion strengthened steels. Fusion alloy development has considered first wall materials optimization and low activation materials development. Descriptions of the causes and needed corrections are given for each of these research and development programs.

PROGRESS AND STATUS

Introduction

A nuclear energy option has only been available to mankind for one generation; therefore, materials development for nuclear energy applications has been a modern effort. Nuclear energy involves large investments of resources for individual plants and is politically controlled for nuclear non-proliferation reasons, thereby assuring major government involvement, so that sufficient funding has been available to optimize the materials used in these systems within large research and development programs. Many programs have been operated to develop new or improved materials for nuclear reactor systems. In several cases, the materials are of direct interest to the Iron and Steel Institute of Japan. Thus, the objective of this paper is to describe several of those programs that have been concerned with ferrous metallurgy. The author has been directly involved with two of the programs, liquid metal fast breeder reactor cladding and duct materials development, and fusion reactor structural materials development. Apologies are made in advance for omissions in descriptions of programs that are not so familiar to the author.

Reactor Systems

The nuclear reactor systems that have been developed based on fission technology can be classified as a function of cooling system parameters. Coolants have included water, liquid metal, and gas as heat transfer media so that restrictions on operating temperatures were 100 to 250°C, 350 to 700°C, and up to 900°C, respectively. Consequently, ferrous metals were often the materials of choice for water and liquid metal technology, but nickel-based metals and high temperature materials were often required for high temperature gas-cooled reactors. Fusion reactor systems cannot be classified so straightforwardly. System designs are not yet well defined, but several design studies have recommended ferrous metals for structural components based on either water or liquid metal coolant systems, so ferrous metals are also being developed for fusion applications. Therefore, steels have found application in most nuclear reactor systems, and as problems or concerns developed, alloy research and development programs became necessary and were instituted.

To provide the basis for discussion of the ferrous alloy development programs associated with nuclear reactor systems, the various reactor systems will first be described with particular emphasis on application of ferrous metallurgy.

Water-cooled Systems

Three water-cooled reactor systems have been developed: light water reactors (LWRs) using either boiling water (BWR), or using pressurized water (PWR) systems, and heavy water reactors or reactors using deuteriated rather than hydrogenated water, of which the leading proponent is the Canadian deuterium uranium (CANOU) reactor. Each reactor system uses a reactor core of fissile fuel pellets in non-ferrous metal cladding, but piping, heat exchanger materials, and confinement systems are ferrous based. Piping and heat exchanger materials are generally austenitic stainless steels (304SS) or ferritic stainless steels.

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RL0 1830.
(2\%Cr-1Mo) to minimize corrosion. The confinement systems (some of the largest steel structures fabricated in the world) are generally welded structures made from low alloy steels. The major ferrous metallurgy concerns that arose in these systems involved either corrosion-related problems for piping or irradiation embrittlement of the pressure vessels. As pressure vessel degradation was a life-limiting factor, significant effort on a global scale has been spent on research and alloy development solutions to the problem.

Gas-Cooled Systems

Several very different types of gas-cooled reactors have been developed because the limits on heat transfer can vary greatly as a function of cooling gas and reactor design. The designs can be compared as a function of operating temperature. An example of a low temperature design is the Magnox reactor, an early design developed in the United Kingdom (UK). It is graphite moderated, \(\text{CO}_2\)-cooled, and uses natural uranium with either steel or steel-reinforced concrete pressure vessels and internal boilers. Reactor gas outlet temperatures vary from 336 to 412°C and are kept low because a magnesium alloy is used as fuel cladding. Breakaway oxidation in mild steel components proved to be an unexpected problem.

The Advanced Gas Reactor (AGR), also of UK design, was designed for greater efficiency. It used a cooling gas mixture of \(\text{CO}_2\), methane and water that provided operating gas temperatures over 600°C. This was possible because 5.8\% niobium stabilized austenitic stainless steel was used for fuel cladding. But, significant improvement in reactor operation was possible by development of 20/25 titanium nitride strengthened cladding materials. For the heat transfer system, a martensitic steel, 9Cr-1Mo, has been used for primary systems, and 300 series austenitic stainless steels have been used for secondary systems. However, breakaway oxidation was encountered in this system as well.

The high temperature gas-cooled reactor (HTGR) employs a very different fuel system because operating temperatures are usually considered too high for standard cladding designs. The coolant gas is helium and, in general, the fuel is provided as balls or pellets and cooling is accomplished using fluidized bed designs. Therefore, structural materials requirements are reduced by careful design to allow the use of high temperature nickel-based alloys. Steam generators use 2\%Cr-1Mo ferritic steel and superheaters are made from Alloy 800H, a nickel-based alloy. However, a Japanese approach to HTGR materials specification was development of very high temperature structural materials to operate at 1000°C.

Liquid Metal-Cooled Systems

Several liquid metal-cooled reactors (LMRs) have been built primarily as breeder reactor prototypes, but no commercial design is yet in full-scale production. Reactor systems are generally sodium cooled and use stainless steel fuel cladding, piping, and welded reactor pressure vessels. Some components are fabricated from high nickel alloys for neutronic considerations. However, early operation showed that stainless steels were susceptible to a form of radiation damage called swelling that resulted in gross dimensional instability in in-core structural components that could limit the life of those components. Also, an effort to optimize piping alloy compositions was undertaken to reduce plant construction costs. Finally, attempts to increase high temperature design limits have relied on the use of oxide dispersion strengthening by application of advanced mechanical alloying processing procedures.

Fusion Reactors

Control of a fusion reaction for power generation is not yet possible. Several design concepts have been proposed, but the physics of controlled fusion power have yet to be demonstrated. Most systems involve control of a high temperature plasma using magnetic fields, so that designs have generally required a structural barrier or first wall to contain the plasma. Most designs have considered either austenitic or martensitic steels for first wall applications, although alternate materials such as vanadium alloys are also under consideration. Materials development for fusion systems has been a world-wide effort. It has been noted that one inherent advantage of fusion in comparison with fission is the relatively short radioactive lifetimes of the reaction products, and an effort has begun to develop low activation structural materials so that, after reactor decommissioning, waste storage is minimized, and the reactor and its site can be returned to other uses.

Topics of Interest

The above description of reactor types has highlighted several ferrous alloy research and development efforts:

corrosion-related problems
irradiation embrittlement of the pressure vessels
breakaway oxidation in mild steel components
nitride strengthened cladding materials
breakaway oxidation in martensitic steel
very high temperature structural materials
swelling
Intergranular Stress Corrosion Cracking

By far the most important materials issue in the BWR nuclear steam supply system is intergranular stress corrosion cracking (IGSCC) of stainless steel coolant piping. The problem was first identified in 1974 in 0.10 m diameter recirculation bypass piping of Dresden Unit 2 made from Type 304 stainless steel. Subsequent basic research on the phenomenon of IGSCC in welded type-304 steel that was conducted on a worldwide scale has resulted in an accepted model to describe the operating mechanism, which requires the coexistence of three factors for its operation: a weld-sensitized microstructure, tensile stresses above 75% of yield, and an environment that supports IGSCC. Reducing the severity of any one or a combination of these factors will alleviate the problem. Two potential sensitization-related remedies have been developed and evaluated: heat treatment of pipe welds and corrosion-resistant clad, and a third remedy resulted in the qualification of a commercially available alternative piping alloy that is immune to IGSCC over the lifetime of the plant. This so-called nuclear grade (NG) stainless steel, typically Type 316, in seamless or welded pipe forms, is being installed in most of the plants where it has been decided to replace recirculation piping. Table 1 compares the compositions of austenitic alloys 304, 316, and 316NG.

Table 1.
Compositions for BWR Steam System Piping Alloys

<table>
<thead>
<tr>
<th>Alloy</th>
<th>C</th>
<th>Mn</th>
<th>N</th>
<th>Si</th>
<th>Cr</th>
<th>Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>304</td>
<td>0.08</td>
<td>2.00</td>
<td>ns</td>
<td>1.00</td>
<td>ns</td>
<td>18.00-</td>
</tr>
<tr>
<td></td>
<td>(max)</td>
<td>(max)</td>
<td>(max)</td>
<td>(max)</td>
<td></td>
<td>20.00-</td>
</tr>
<tr>
<td>316</td>
<td>0.08</td>
<td>2.00</td>
<td>ns</td>
<td>1.00</td>
<td>2.00-</td>
<td>17.00-</td>
</tr>
<tr>
<td></td>
<td>(max)</td>
<td>(max)</td>
<td>(max)</td>
<td>(max)</td>
<td></td>
<td>3.00</td>
</tr>
<tr>
<td>316NG</td>
<td>0.02</td>
<td>2.00</td>
<td>0.01</td>
<td>1.00</td>
<td>2.00-</td>
<td>16.00-</td>
</tr>
<tr>
<td></td>
<td>(max)</td>
<td>(max)</td>
<td>(max)</td>
<td>(max)</td>
<td></td>
<td>3.00</td>
</tr>
</tbody>
</table>

ns = not specified

Irradiation Embrittlement of Pressure Vessel Steels

When the first commercial PWRs were being designed and built, changes in pressure vessel steel properties were anticipated arising from exposure to neutron irradiation, and programs were implemented to monitor behavior over plant lifetimes. Differences in toughness reduction with neutron fluence were found from heat to heat of the same steel, but these differences were not initially understood. Weldments exhibited the greatest shifts in response to irradiation, greater than the parent plate stock. Early pressure vessels were fabricated from plate stock using ASTM A 302 B low alloy ferritic steel. A change took place around 1968 to A533B CL1 material to improve unirradiated toughness properties. Compositions for these steels are given in Table 2; the differences lies in nickel addition to A533B.

Table 2.
Compositions for BWR Pressure Vessel Steels

<table>
<thead>
<tr>
<th>Alloy</th>
<th>C</th>
<th>Mn</th>
<th>Br</th>
<th>S</th>
<th>Si</th>
<th>Mo</th>
<th>Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>A302B</td>
<td>0.25</td>
<td>1.07-</td>
<td>0.035</td>
<td>0.040</td>
<td>0.13-</td>
<td>0.41-</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>(max)</td>
<td>1.62</td>
<td>(max)</td>
<td>(max)</td>
<td>0.32</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>A533B CL1</td>
<td>0.25</td>
<td>1.07-</td>
<td>0.035</td>
<td>0.040</td>
<td>0.13-</td>
<td>0.41-</td>
<td>0.37-</td>
</tr>
<tr>
<td></td>
<td>(max)</td>
<td>1.62</td>
<td>(max)</td>
<td>(max)</td>
<td>0.32</td>
<td>0.64</td>
<td>0.73</td>
</tr>
</tbody>
</table>
The accumulation of irradiation embrittlement results on pressure vessel steels has continued on an international scale.\textsuperscript{14} and statistical analysis of the data base has shown in several studies that this embrittlement is due to the presence of minor element additions.\textsuperscript{9-12} In particular, copper additions arising from welding practices, phosphorus and tin impurities and, ironically, nickel impurities in conjunction with copper, are all found to correlate with degradation in Charpy impact property behavior due to irradiation.

The mechanism that is responsible for embrittlement in pressure vessel steels, at least for the copper impurity case, has been shown by field ion microscopy/atom probe to be due to ultra-fine copper precipitates.\textsuperscript{12-13} By inference, it is thought that other minor element effects are similarly due to precipitation and defect clustering. This understanding has led to the recommendation that pressure vessel life extension is possible by reactor vessel annealing such that the irradiation damage is removed, with a concomitant increase in toughness properties.

**Breakaway Oxidation in Mild Steel Components**

Breakaway oxidation was found to be an unexpected problem in Magnox gas-cooled reactors.\textsuperscript{14} Mild steel is used for structural steel work in the reactor and for associated boilers. Extensive laboratory studies had shown that a protective oxide would form on steel components exposed to the carbon dioxide transfer gas. However, after a few years of reactor operation, it was discovered that a more aggressive breakaway form of oxidation could occur under service conditions. The oxide that formed was porous and thus continued to form even after interstitial gaps were filled. The phenomenon of breakaway oxidation is peculiar to high pressure CO\textsubscript{2}, and the explanatory mechanism requires that metal ions diffuse through the protective oxide, leaving vacancies behind which coalesce to form pores. Carbon monoxide produced by the oxidation reaction fills the pores and promotes the formation of carbon dioxide and free carbon. The carbon thus formed diffuses into the steel and produces cementite, which acts as a catalyst for further carbon monoxide reaction. The research program on breakaway oxidation sufficiently defined the necessary operating conditions so that reactor operating parameters could be altered to alleviate the problem and no materials specifications were affected.

**Nitride Strengthened Cladding Materials Development**

With the development of the AGR reactor design, stronger fuel cladding was necessary to allow load following, or non-steady state operation. As a result, an effort was made to improve the strength of niobium-stabilized stainless steel containing 20 w/o Cr and 25 w/o Ni.\textsuperscript{15} The base composition was retained for its excellent oxidation resistance and strength was improved by the introduction of a dispersed second phase of TiN by nitriding processes. Nitride strengthening was chosen over oxide strengthening to allow greater control over chemical potential and therefore the precipitation process, and over carbide strengthening for precipitate thermal stability reasons. Titanium was chosen over zirconium to allow formation of a larger volume fraction of precipitate. Processing was optimized using non-standard nitriding procedures: an atmosphere of 95 vol\% N\textsubscript{2} and 5 vol\% H\textsubscript{2} at 1423 K for 1 h followed by outgassing for 2.5 h at the nitriding temperature in pure hydrogen. This reduced excess nitrogen content and the tendency for Cr\textsubscript{2}N formation. This procedure produces TiN particles in dendrite shapes resembling a cruciform about 0.5 \( \mu \text{m} \) in width. For levels of 2.0 w/o Ti, approximately 4% volume fraction of TiN is produced.\textsuperscript{16} Optimization of both creep and oxidation behavior has resulted in the nominal composition given in Table 3. The titanium level chosen maximizes the amount of titanium in solid solution prior to nitriding and the level of silicon was set to avoid "globular attack" or voidage formation during oxidation, a phenomenon believed to arise from non-uniform chromium distribution and peculiar to the nitrided alloys.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>C</th>
<th>Mn</th>
<th>Si</th>
<th>Ti</th>
<th>Cr</th>
<th>Ni</th>
<th>Nb</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>20Cr/25Ni\textsuperscript{15}</td>
<td>0.05</td>
<td>0.6</td>
<td>0.6</td>
<td>0.05</td>
<td>20</td>
<td>25</td>
<td>0.7</td>
<td>0.02</td>
</tr>
<tr>
<td>20/25 TiN</td>
<td>0.01</td>
<td>0.6</td>
<td>0.9</td>
<td>2.0</td>
<td>20</td>
<td>25</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

Application of the nitrided cladding has been very successful. In all fueled tests completed through 1982, no cladding failures had been reported, and full deployment was awaiting two final test programs.\textsuperscript{**} In summary, the development of this high strength alloy was an all-British effort that took ten years from conception to completion of extensive testing.
Breakaway Oxidation in Martensitic Stainless Steel

Breakaway oxidation was also found to plague components made of 9Cr-1Mo in AGR systems. It was decided to specify the martensitic stainless steel 9Cr-1Mo in evaporation/boiling zones of the British carbon dioxide cooled AGR system because greater corrosion resistance was needed than that obtained from 2%Cr-1Mo, and because an austenitic steel specification for higher corrosion resistance would have required use of austenitic steel on the secondary water/steam side under conditions where its use was largely unproven. However, early testing showed that 9Cr-1Mo was prone to breakaway oxidation over the temperature range 450 to 600°C, and the behavior was sensitive both to alloy composition and component geometry. Higher levels of silicon were found to be beneficial in lowering oxidation rates at all temperatures from 450 to 550°C, and to reduce the tendency for breakaway oxidation at the higher temperatures. As a result, it was possible to tighten the silicon specification for AGR components from 0.25·1.0% to 0.45·0.75% to avoid breakaway oxidation due to low silicon levels, and to employ heats with higher silicon in the more corrosive hotter end of the boiler zone. A unique aspect of breakaway oxidation in 9Cr-1Mo was a pronounced tendency to favor edges and corners as initiation sites rather than flat surfaces. The controlling mechanism was ascribed to accelerated carbon accumulation at corners. Substitution of a plain tube design for the original finned design in the hottest areas effectively controlled the problem. Predictions for oxidation response can now be obtained based on a statistical model.

Very High Temperature Structural Materials

Structural materials research for HTGR applications began in the early 1970s and was initially concerned with generation of a properties data base for alloys such as Hastelloy X, Inconel 718, and Alloy 800H. However, by 1976, a nuclear grade of Hastelloy XR, designated alloy 89R, had been developed in Japan that required high levels of manganese and silicon and reduced levels (as low as possible) for phosphorus, sulfur, cobalt, aluminum, and titanium. Compositions of Hastelloy X and XR are given in Table 4.

Table 4.

<table>
<thead>
<tr>
<th>Composition</th>
<th>C</th>
<th>Mn</th>
<th>Si</th>
<th>P</th>
<th>S</th>
<th>Cr</th>
<th>Co</th>
<th>Mo</th>
<th>W</th>
<th>Fe</th>
<th>Ni</th>
<th>Al</th>
<th>Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>HASTELLOY XR</td>
<td>0.15</td>
<td>1.0</td>
<td>0.5</td>
<td>0.040</td>
<td>0.030</td>
<td>23.00</td>
<td>0.5</td>
<td>10.00</td>
<td>1.00</td>
<td>20.00</td>
<td>0.01</td>
<td>Bal</td>
<td>0.10</td>
</tr>
<tr>
<td>Min.</td>
<td>0.05</td>
<td>0.6</td>
<td>0.3</td>
<td>LAP</td>
<td>LAP</td>
<td>20.50</td>
<td>LAP</td>
<td>8.00</td>
<td>0.20</td>
<td>17.00</td>
<td>LAP</td>
<td>Bal</td>
<td>LAP</td>
</tr>
<tr>
<td>HASTELLOY XR</td>
<td>0.15</td>
<td>1.0</td>
<td>1.0</td>
<td>0.040</td>
<td>0.030</td>
<td>23.00</td>
<td>2.5</td>
<td>10.00</td>
<td>1.00</td>
<td>20.00</td>
<td>0.01</td>
<td>Bal</td>
<td>LAP</td>
</tr>
<tr>
<td>Min.</td>
<td>0.05</td>
<td>LAP</td>
<td>LAP</td>
<td>LAP</td>
<td>LAP</td>
<td>20.50</td>
<td>0.5</td>
<td>8.00</td>
<td>0.20</td>
<td>17.00</td>
<td>Bal</td>
<td>LAP</td>
<td></td>
</tr>
</tbody>
</table>
| LAP: Lowest possible; LAP: Not specified

Void Swelling Resistance

Prior to 1974, the undisputed materials choice for LMR structural components was AISI 316, an austenitic stainless steel in the 17% Cr range with 13% Ni and 2% Mo. (Compositional details are given in Table 1.) The choice was based on good high temperature properties, excellent corrosion resistance and ease of fabrication and welding. That choice was first challenged following the observation that AISI 316 developed cavities during neutron irradiation, indicating a volumetric expansion of the material, now called swelling. Swelling and its associated phenomenon, irradiation creep, proved to be the life-limiting factors in the application of AISI 316 for LMR fuel cladding. The discovery that cold working to the level of about 20% delayed the development of swelling allowed interim use of AISI 316. In about 1974, an international effort was begun to find a replacement alloy in order to permit optimization of fast breeder reactor systems.

These programs took as their missions the testing of alternative alloys for fast breeder reactor structural applications. The major goal was to reduce the tendency for irradiation induced swelling, but, at the same time, other materials properties such as creep, rupture strength, and postirradiation tensile strength were measured. A wide range of alloys was investigated including austenitic, ferritic and martensitic steels, nickel-based superalloys, and molybdenum- and niobium-based alloys. The primary candidates were titanium-stabilized austenitic steels and precipitation-strengthened superalloys. Martensitic steels were included initially as a low priority option based on observations of swelling inhibition in the ferrite phase of a ferritic/austenitic dual phase steel. As it became apparent that titanium stabilization only delayed the onset of swelling and precipitation strengthening led to severe postirradiation embrittlement, the suitability of ferritic/martensitic alloys became more apparent.

However, development of titanium-stabilized stainless steels has proven to be beneficial for other applications. In the course of improving the swelling resistance of austenitic steels, it was learned that...
phosphorus and boron additions at low levels were beneficial. Not only did such additions increase swelling resistance, but they also improved the high temperature creep properties of titanium-stabilized steels.

Ferritic/martensitic alloys are now finding expanded application in nuclear reactor systems as substitutes for austenitic steels. Two martensitic alloys are of greatest interest in the United States. Sandvik HT-9 is a 12% Cr, 1% Mo, 0.2% C alloy containing intentional additions of W and V. ASTM designation T91 is a modified 9% Cr alloy with 1% Mo, 0.1% C, 0.25% V, 0.1% Nb, 0.05% N. More complete compositional information is given in Table 5. Both alloys were developed for high temperature applications where the corrosion resistance inherent in austenitic stainless steels was not required. The high temperature mechanical properties of these alloys are similar, with the higher carbon and chromium additions of HT-9 balanced by careful control of vanadium, niobium, and carbon additions in T91. However, T91 has inherently better resistance to irradiation embrittlement at about 350°C, whereas HT-9 has better corrosion and swelling resistance and provides better resistance to irradiation embrittlement at 60°C.

The most significant consequence of these alloy development programs has been the application of HT-9 to most of the internal components in the U.S. experimental liquid metal-cooled test reactor, Fast Flux Test Facility (FFTF) located in Richland, WA, and the expected application of similar steels in European plants. For FFTF, both fuel cladding and duct work which contains the cladded fuel have been manufactured from HT-9 by cold tube drawing operations. As the duct geometry requires a hexagonal cross section, manufacture required development of hexagonal drawing operations for a martensitic steel with a ductile-brittle transition temperature (DBTT) at about room temperature. The transition from austenitic to martensitic stainless steel has dictated reduced operating temperatures in FFTF and consequential lowering of the power of the reactor from 400 to 300 MW in return for more efficient fuel cycle performance.

Table 5.
Chemical Analysis of Martensitic Steels Used for Nuclear Systems

<table>
<thead>
<tr>
<th>Element</th>
<th>HT-9</th>
<th>T91</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon</td>
<td>0.20</td>
<td>0.08-0.12</td>
</tr>
<tr>
<td>Chromium</td>
<td>11.5</td>
<td>8.00-9.50</td>
</tr>
<tr>
<td>Molybdenum</td>
<td>1.0</td>
<td>0.85-1.05</td>
</tr>
<tr>
<td>Manganese</td>
<td>0.6</td>
<td>0.30-0.60</td>
</tr>
<tr>
<td>Silicon</td>
<td>0.4</td>
<td>0.20-0.50</td>
</tr>
<tr>
<td>Nickel</td>
<td>0.5</td>
<td>0.40 max</td>
</tr>
<tr>
<td>Tungsten</td>
<td>0.5</td>
<td>not spec.</td>
</tr>
<tr>
<td>Vanadium</td>
<td>0.3</td>
<td>0.18-0.25</td>
</tr>
<tr>
<td>Niobium</td>
<td>not spec.</td>
<td>0.06-0.10</td>
</tr>
<tr>
<td>Phosphorus</td>
<td>0.030 max</td>
<td>0.020 max</td>
</tr>
<tr>
<td>Sulfur</td>
<td>0.020 max</td>
<td>0.010 max</td>
</tr>
<tr>
<td>Aluminum</td>
<td>not spec.</td>
<td>0.04 max</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>not spec.</td>
<td>0.030-0.070</td>
</tr>
</tbody>
</table>

More recently, independent design efforts for the Power Reactor Inherently Safe Module (PRISM) and Sodium Advanced Fast Reactor (SAFR) systems have also recommended the use of HT-9 for in-core structural components. In both cases, HT-9 was chosen for in-core structural applications to improve fuel cycle economy. Fuel recycling is anticipated only every 4 years to doses as high as $3.4 \times 10^{23} \text{n/cm}^2 \text{E>0.1MeV}$ or 160 dpa for PRISM and $3.5 \times 10^{22} \text{n/cm}^2$ or 175 dpa for SAFR. Austenitic steels are not expected to remain serviceable to such high doses.

Piping Alloy Optimization

A major alloy development success story concerns the alloy T91, mentioned earlier (see Table 4). T91 is a modified 9Cr-1Mo alloy containing carefully controlled ratios of additions of carbon, vanadium, niobium, and nitrogen. The alloy development work was initiated by Combustion Engineering, Inc. of Chattanooga, TN, but was assimilated into a U.S. Department of Energy program for the development of an advanced alloy for out-of-core fast reactor structural applications. Programmatic responsibility resided at Oak Ridge National Laboratory. The program not only provided a properties data base for T91 but also arranged for fabrication of several big heats of the alloy, at both U.S. and Japanese steel production facilities. The end product of that effort is a code-qualified steel which provides high temperature properties comparable to HT-9 and only slightly below those of austenitic stainless steel, but which is much less costly to produce than are austenitic steels. A similar steel has been developed independently in Japan using the same ratios of carbon, vanadium, niobium, and nitrogen.
Mechanically Alloyed Oxide Dispersion Strengthening

A final LMR example is provided where private industry, in supporting research on materials development for irradiation environments, has developed a novel alloy. Alloy MA957 is a mechanically alloyed ferritic alloy, dispersion strengthened with yttria, commercially available from Inco Alloys International of Huntington, WV. It was developed specifically for fast reactor fuel cladding applications at a time when Inco was assisting the U.S. LMR materials development program. An alloy with good high temperature strength and high radiation resistance was needed. The mechanical alloying process applies high energy ball milling to produce powders with dissimilar ingredients dispersed on a very fine scale. The powders are then consolidated using powder metallurgy procedures. For MA957, the result is an alloy of base composition, Fe-14Cr-11Ti-0.25Mo, to which has been added 0.25Y2O3 as 5-nm particles uniformly dispersed through the material. The cost of MA357 is significantly higher than material processed by more standard techniques, and component fabrication procedures are much more complicated and expensive. However, a component made from MA957 can be expected to have unsurpassed capability; fast breeder reactor fuel cladding made from MA957 is expected to provide at least a five-year fuel lifetime, with improved high temperature performance in comparison with HT-9. Application of MA957 follows the trend of using metal-matrix composites to solve extremely difficult metallurgical problems.

Materials Development for Fusion

Concurrent with LMR materials development, an effort has evolved to develop materials for fusion reactor applications. There are similarities between the irradiation environments of a fusion first wall and fast reactor in-core components. As a result, development of fusion first wall materials has closely paralleled the LMR effort. Materials development for fusion was initiated in the U.S. in 1978, with similar efforts in Europe and Japan. As originally defined for the U.S. program, materials development concentrated on four classes of materials: austenitic alloys, higher strength Fe-Ni-Cr alloys, refractory/reactive alloys, and innovative concepts. However, in part based on the encouraging results being obtained by the fast reactor effort, a fifth class of ferritic steels was added by late 1979.

Over the last ten years, the attractiveness of ferritic steels for first wall applications has steadily increased. A major concern, the effect of extremely high electromagnetic fields on a ferromagnetic structure, was alleviated when it was realized that a ferromagnetic material would behave paramagnetically in an extremely strong electromagnetic field. The status of martensitic steels for fusion applications can best be measured based on the recommendations of fusion design studies. The five most recent design studies all seriously consider HT-9, ranking it second in comparison either with an austenitic steel or with a vanadium alloy for water-cooled Tokamak designs and, in the case of Tandem Mirror designs, ranking HT-9 first or on a par with a vanadium alloy. These design studies are particularly notable because, for the water-cooled designs (a very inefficient concept), martensitic steels must be operated at temperatures where very little data is available and where the material is not expected to behave well, whereas higher temperature designs will be more efficient and operate in a regime where martensitic steels can be expected to out-perform austenitic steels.

Therefore, martensitic steels have become or are becoming the materials of choice for high neutron damage irradiation environments. In order to reach this status, it has been necessary to compile materials property data bases, including irradiation response. This has been done both for LMRs and for fusion systems applications.

Low Activation Structural Materials

Laboratories in Japan, Europe, the USSR, and the U.S. are each designing, fabricating, and testing low activation alloys for fusion reactor structural materials that would satisfy regulations for near surface disposal of radioactive waste. A call for development of such alloys in the U.S. originated with the U.S. Department of Energy (DOE) Panel on Low Activation Materials for Fusion Applications. The panel noted that lower activation materials for fusion reactors are technically possible, may be important to the public acceptance of fusion energy, and should be a main goal of the fusion program. The element additions that must be carefully controlled are Cu, Ni, Mo, Nb, and W, with Nb representing the most severe restriction. For near surface disposal of ferritic or martensitic steels, only minor changes in composition appear to be required, whereas for austenitic steels a substitute for nickel must be found. Alternately, isotopic tailoring could provide equivalent performance. For example, HT-9, a 12Cr martensitic steel under study for fusion applications, could be made acceptable if Mo additions were isotopically tailored to remove the unwanted isotope 95Mo.

The alloy compositions being considered for low activation austenitic steels all use manganese additions in substitution for nickel to maintain austenite stability. A compilation of the alloy compositions that are being studied is given in Table 6. Research and development programs for low activation austenitic alloys have been primarily concerned either with phase stability and properties of Fe-Cr-Mn alloys or with the swelling resistance of the alloy class. As a result, many of the alloys of interest have been made in small quantities, and the data base for a given composition may be very limited. Also, several commercial manganese-containing steels have been studied.
Table 6.
Compositions of Heats of Low Activation Austenitic Alloys

<table>
<thead>
<tr>
<th>Alloy Designation</th>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>Cr</th>
<th>W</th>
<th>P</th>
<th>S</th>
<th>Other</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-25MN</td>
<td>0.25</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.018, 0.004, 0.15Ti, 0.023N</td>
<td></td>
</tr>
<tr>
<td>316T nom</td>
<td>0.045</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[61]</td>
</tr>
<tr>
<td>316T melt</td>
<td>0.038</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[62]</td>
</tr>
<tr>
<td>320T nom</td>
<td>0.056</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[63]</td>
</tr>
<tr>
<td>320T melt</td>
<td>0.050</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[64]</td>
</tr>
<tr>
<td>321T nom</td>
<td>0.060</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[65]</td>
</tr>
<tr>
<td>FV 548T nom</td>
<td>0.075</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[66]</td>
</tr>
<tr>
<td>FV 548T melt</td>
<td>0.053</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[67]</td>
</tr>
<tr>
<td>OPTSTAB nom</td>
<td>0.088</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[68]</td>
</tr>
<tr>
<td>OPTSTAB melt</td>
<td>0.070</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[69]</td>
</tr>
<tr>
<td>PCsMA-0</td>
<td>0.069</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[70]</td>
</tr>
<tr>
<td>PCsMA-1</td>
<td>0.014</td>
<td>0.02</td>
<td>14.2</td>
<td>14.8</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[71]</td>
</tr>
<tr>
<td>PCsMA-2</td>
<td>0.056</td>
<td>0.04</td>
<td>17.1</td>
<td>15.2</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[72]</td>
</tr>
<tr>
<td>PCsMA-3</td>
<td>0.085</td>
<td>0.03</td>
<td>13.9</td>
<td>10.0</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[73]</td>
</tr>
<tr>
<td>PCsMA-4</td>
<td>0.093</td>
<td>0.02</td>
<td>18.9</td>
<td>9.9</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[74]</td>
</tr>
<tr>
<td>PCsMA-5</td>
<td>0.18</td>
<td>0.02</td>
<td>13.9</td>
<td>15.3</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[75]</td>
</tr>
<tr>
<td>PCsMA-6</td>
<td>0.18</td>
<td>0.02</td>
<td>14.3</td>
<td>16.0</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[76]</td>
</tr>
<tr>
<td>PCsMA-7</td>
<td>0.38</td>
<td>0.02</td>
<td>19.1</td>
<td>14.8</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[77]</td>
</tr>
<tr>
<td>PCsMA-8</td>
<td>0.13</td>
<td>0.02</td>
<td>17.7</td>
<td>20.1</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[78]</td>
</tr>
<tr>
<td>PCsMA-9</td>
<td>0.26</td>
<td>0.03</td>
<td>17.6</td>
<td>20.2</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[79]</td>
</tr>
<tr>
<td>PCsMA-10</td>
<td>0.081</td>
<td>0.04</td>
<td>19.9</td>
<td>10.0</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[80]</td>
</tr>
<tr>
<td>PCsMA-11</td>
<td>0.084</td>
<td>0.03</td>
<td>19.9</td>
<td>11.9</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[81]</td>
</tr>
<tr>
<td>PCsMA-12</td>
<td>0.18</td>
<td>0.02</td>
<td>20.0</td>
<td>12.0</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[82]</td>
</tr>
<tr>
<td>PCsMA-13</td>
<td>0.088</td>
<td>0.04</td>
<td>19.2</td>
<td>14.0</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[83]</td>
</tr>
<tr>
<td>PCsMA-14</td>
<td>0.17</td>
<td>0.05</td>
<td>19.9</td>
<td>15.9</td>
<td></td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[84]</td>
</tr>
<tr>
<td>x-75</td>
<td>0.10</td>
<td>0.4</td>
<td>30.2</td>
<td>2</td>
<td>0.05</td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[85]</td>
</tr>
<tr>
<td>R76</td>
<td>0.60</td>
<td>0.4</td>
<td>30.2</td>
<td>2</td>
<td>0.05</td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[86]</td>
</tr>
<tr>
<td>R77</td>
<td>0.40</td>
<td>0.4</td>
<td>30.2</td>
<td>1.0</td>
<td>0.05</td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[87]</td>
</tr>
<tr>
<td>R78</td>
<td>0.05</td>
<td>0.4</td>
<td>30</td>
<td>5</td>
<td>0.05</td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[88]</td>
</tr>
<tr>
<td>R79</td>
<td>0.05</td>
<td>0.4</td>
<td>30</td>
<td>10</td>
<td>0.05</td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[89]</td>
</tr>
<tr>
<td>R80</td>
<td>0.50</td>
<td>0.4</td>
<td>30</td>
<td>10</td>
<td>2.0</td>
<td>0.05</td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[90]</td>
</tr>
<tr>
<td>R81</td>
<td>0.05</td>
<td>0.4</td>
<td>20</td>
<td>15</td>
<td>0.05</td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[91]</td>
</tr>
<tr>
<td>R82</td>
<td>0.40</td>
<td>0.4</td>
<td>15</td>
<td>5</td>
<td>0.05</td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[92]</td>
</tr>
<tr>
<td>R83</td>
<td>0.05</td>
<td>0.1</td>
<td>15</td>
<td>5</td>
<td>0.05</td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[93]</td>
</tr>
<tr>
<td>R84</td>
<td>0.70</td>
<td>0.4</td>
<td>15</td>
<td>5</td>
<td>0.05</td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[94]</td>
</tr>
<tr>
<td>R85</td>
<td>0.05</td>
<td>0.4</td>
<td>15</td>
<td>15</td>
<td>0.05</td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[95]</td>
</tr>
<tr>
<td>R86</td>
<td>0.10</td>
<td>0.4</td>
<td>15</td>
<td>15</td>
<td>0.05</td>
<td></td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[96]</td>
</tr>
<tr>
<td>R87</td>
<td>0.30</td>
<td>0.4</td>
<td>15</td>
<td>15</td>
<td>2.0</td>
<td>0.05</td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[97]</td>
</tr>
<tr>
<td>R89</td>
<td>0.50</td>
<td>0.4</td>
<td>15</td>
<td>15</td>
<td>2.0</td>
<td>0.05</td>
<td></td>
<td>0.02, 0.004, 0.15Ti, 0.023N</td>
<td>[98]</td>
</tr>
</tbody>
</table>

---

For compositions, please refer to the referenced literature for detailed specifications.
However, in many cases, the higher Cr alloys were found to be duplex therefore further changes in compositional specification were needed.

The results obtained so far demonstrate that the response to irradiation of low activation Fe-Cr-Mn alloys is similar to Fe-Cr-Ni austenitic stainless steels. Simple alloys swell at similar rates and more complex alloys are superior to simple alloys. Cold working reduces swelling but accelerates the formation of carbide and intermetallic phases. Also, a similar tendency for sensitization to stress corrosion cracking has been demonstrated. However, phase stability relationships are more complex, both under irradiation and in thermal environments therefore, care must be taken to develop Fe-Cr-Mn alloys suitable for fusion service.

The alloy compositions being considered for low activation ferritic or martensitic steels are based on two commercially important alloy classes: 2-1/4Cr steels and the super 9 to 12Cr steels. The former is in fact a bainitic class and the latter a martensitic class. Both of these steels contain Mo at levels of about 1%. Therefore, design of low activation alternatives requires substitution for Mo. Leading candidates are W and V, with consideration given for using Ta as a substitute for Nb. In order to obtain a fully martensitic 12Cr steel without additions of Ni, austenite stabilizing additions must be included. Thus far Mn and C have been considered. Therefore, three classes of low activation ferritic/martensitic alloys are possible: low chromium bainitic alloys, 7 to 9Cr martensitic alloys, and 12Cr stabilized martensitic alloys. The alloy compositions which have been considered are given in Table 7, and for comparison, examples of similar commercial alloys are given in Table 8. The alloys in Table 7 have been grouped by composition in order to emphasize the similarities among the approaches taken at different laboratories. Examination of Table 7 shows that the 7 to 9Cr alloy class and the 12Cr alloy class are about equal in size and the smallest group is the 2Cr range. In each class, each of the alloying approaches have been tried: W substituted for Mo, V substituted for Mo, and small additions of Ta substituted for Nb (except for Ta additions to 2Cr alloys). However, in many cases, the higher Cr alloys were found to be duplex martensitic/delta ferritic and therefore further changes in compositional specification were needed.
Table 7.
Compositions of Heats of Low Activation Ferritic/Martensitic Alloys

<table>
<thead>
<tr>
<th>Alloy Designation</th>
<th>Composition in w/o</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2Cr-2W</td>
<td>2.06  1.96  --  0.10  0.29  0.50  0.001  10.002  0.004</td>
<td>[70]</td>
</tr>
<tr>
<td>2CrV</td>
<td>2.36  --  0.25  0.11  0.17  0.40</td>
<td></td>
</tr>
<tr>
<td>2Cr-1WV</td>
<td>2.30  0.93  0.25  0.10  0.13  0.34</td>
<td></td>
</tr>
<tr>
<td>2Cr-2W</td>
<td>2.48  1.99  0.01  0.11  0.15  0.39</td>
<td></td>
</tr>
<tr>
<td>2Cr-2WV</td>
<td>2.42  1.98  0.24  0.11  0.20  0.42</td>
<td></td>
</tr>
<tr>
<td>L1</td>
<td>2.32  &lt;0.01  0.50  0.09  0.08  &lt;0.01  0.004  &lt;0.005  0.003</td>
<td>[71]</td>
</tr>
<tr>
<td>L2</td>
<td>2.82  &lt;0.01  1.01  0.09  0.08  &lt;0.01  0.003  &lt;0.005  0.002</td>
<td></td>
</tr>
<tr>
<td>L3</td>
<td>2.46  --  1.50  0.11  0.30  0.30  0.015  10.005  0.015</td>
<td></td>
</tr>
<tr>
<td>5Cr-2W</td>
<td>4.84  1.98  --  0.10  0.30  0.50  0.002  &lt;0.002  0.004</td>
<td>[70]</td>
</tr>
<tr>
<td>5Cr-2WV</td>
<td>5.00  2.07  0.25  0.13  0.25  0.47</td>
<td></td>
</tr>
<tr>
<td>F-82</td>
<td>7.52  2.2  0.19  0.10  0.17  0.49  --  0.0035  0.002  0.003  0.002</td>
<td></td>
</tr>
<tr>
<td>F-82H</td>
<td>7.65  2.0  0.18  0.09  0.09  0.49  0.04  0.0034  0.002  0.005  0.001</td>
<td></td>
</tr>
<tr>
<td>9Cr-2W</td>
<td>8.92  1.92  --  0.10  0.28  0.48  0.002  10.002  0.003</td>
<td></td>
</tr>
<tr>
<td>9Cr</td>
<td>8.96  --  0.10  0.30  0.49  0.001  10.002  0.003</td>
<td></td>
</tr>
<tr>
<td>9Cr-1W</td>
<td>9.01  0.99  --  0.10  0.29  0.48  0.002  10.002  0.004</td>
<td></td>
</tr>
<tr>
<td>9Cr-2W</td>
<td>8.92  1.92  --  0.10  0.28  0.48  0.002  10.002  0.003</td>
<td></td>
</tr>
<tr>
<td>9Cr-4W</td>
<td>9.09  3.93  --  0.10  0.29  0.50  0.002  &lt;0.002  0.002</td>
<td></td>
</tr>
<tr>
<td>9Cr-25V</td>
<td>8.82  --  0.26  0.13  0.30  0.46  0.019  &lt;0.002  0.002</td>
<td></td>
</tr>
<tr>
<td>9Cr-5V</td>
<td>8.86  --  0.53  0.11  0.29  0.48  0.020  10.002  0.003</td>
<td></td>
</tr>
<tr>
<td>9Cr-1V</td>
<td>0.72  --  1.03  0.12  0.31  0.51  0.018  10.002  0.003</td>
<td></td>
</tr>
<tr>
<td>9Cr-2WV</td>
<td>8.73  2.09  0.24  0.12  0.25  0.51</td>
<td></td>
</tr>
<tr>
<td>9Cr-2WVTa</td>
<td>8.72  2.09  0.23  0.10  0.23  0.43  0.075</td>
<td></td>
</tr>
<tr>
<td>GA3X nom. melt</td>
<td>9.0  2.5  0.3  0.15  --  --</td>
<td></td>
</tr>
<tr>
<td>GA3X</td>
<td>9.00  2.0  0.30  0.15  0.06  0.04  0.002  0.001  0.001  0.002</td>
<td></td>
</tr>
<tr>
<td>GA5X</td>
<td>8.92  2.1  0.30  0.15  0.05  0.04  0.002  0.001  0.002</td>
<td></td>
</tr>
<tr>
<td>LA12</td>
<td>9.1  0.68  0.24  0.16</td>
<td></td>
</tr>
<tr>
<td>LA13</td>
<td>9.2  2.90  0.25  0.17</td>
<td></td>
</tr>
<tr>
<td>LA13</td>
<td>9.22  2.90  0.25  0.17  0.42  0.74  --  0.059</td>
<td></td>
</tr>
<tr>
<td>LA13Ta</td>
<td>9.0  2.96  0.25  0.18  0.04  0.70  0.11  0.045</td>
<td></td>
</tr>
<tr>
<td>LA12</td>
<td>9.1  0.68  0.24  0.16  0.37  0.79  --  0.06</td>
<td></td>
</tr>
<tr>
<td>LA12Ta</td>
<td>9.8  0.85  0.27  0.16  0.03  0.80  0.10  0.042</td>
<td></td>
</tr>
<tr>
<td>LA12TaLN</td>
<td>9.1  0.77  0.25  0.17  0.02  0.74  0.10  0.004</td>
<td></td>
</tr>
<tr>
<td>LA12LC</td>
<td>9.0  0.76  0.38  0.09  0.03  1.01  --  0.033</td>
<td></td>
</tr>
<tr>
<td>LA12TaLC</td>
<td>8.9  0.76  0.39  0.09  0.03  1.01  0.09  0.019</td>
<td></td>
</tr>
<tr>
<td>L4</td>
<td>9.13  0.01  0.52  0.10  0.09  0.02  0.003  &lt;0.005  0.003</td>
<td>[71]</td>
</tr>
<tr>
<td>L6</td>
<td>9.14  0.02  1.23  0.20  0.09  1.08  0.003  10.005  0.003</td>
<td></td>
</tr>
<tr>
<td>L5</td>
<td>9.02  0.01  0.51  0.10  0.09  2.68  0.003  t0.005  0.003</td>
<td></td>
</tr>
<tr>
<td>L7</td>
<td>8.82  0.89  0.27  0.10  0.10  2.44  0.002  &lt;0.005  0.004</td>
<td></td>
</tr>
<tr>
<td>LA2</td>
<td>11.4  0.02  0.26  0.16</td>
<td></td>
</tr>
<tr>
<td>LA3</td>
<td>11.5  0.24  0.25  0.16</td>
<td></td>
</tr>
<tr>
<td>LA4</td>
<td>10.9  0.65  0.25  0.17</td>
<td></td>
</tr>
<tr>
<td>LA5</td>
<td>10.9  1.12  0.24  0.16</td>
<td></td>
</tr>
<tr>
<td>LA6</td>
<td>11.7  1.95  0.24  0.15</td>
<td></td>
</tr>
<tr>
<td>LA7</td>
<td>11.2  3.04  0.23  0.17</td>
<td></td>
</tr>
<tr>
<td>LA8</td>
<td>11.1  0.66  0.46  0.16</td>
<td></td>
</tr>
<tr>
<td>LA9</td>
<td>11.7  0.77  0.80  0.15</td>
<td></td>
</tr>
<tr>
<td>LA10</td>
<td>11.4  0.70  0.25  0.16  0.0083</td>
<td></td>
</tr>
<tr>
<td>LA11</td>
<td>11.2  0.69  0.25  0.16  0.103</td>
<td></td>
</tr>
<tr>
<td>LA14</td>
<td>11.4  2.94  0.25  0.17  0.19  0.04</td>
<td></td>
</tr>
</tbody>
</table>
Table 7 (contd)

<table>
<thead>
<tr>
<th>Alloy Designation</th>
<th>Composition in w/o</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LA7</td>
<td>11.3 2.94 0.25 0.17 0.26 0.76 - 0.059 [75]</td>
<td></td>
</tr>
<tr>
<td>LA7Ta</td>
<td>11.4 2.96 0.25 0.15 0.07 0.76 0.12 0.073</td>
<td></td>
</tr>
<tr>
<td>LA7TaLN</td>
<td>11.1 2.95 0.24 0.18 0.04 0.70 0.10 0.005</td>
<td></td>
</tr>
<tr>
<td>L8</td>
<td>12.19 &lt;0.01 1.05 0.09 0.10 6.47 0.003 &lt;0.005 0.005 [71]</td>
<td></td>
</tr>
<tr>
<td>L9</td>
<td>11.81 0.89 0.28 0.10 0.11 6.47 0.003 &lt;0.005 0.005</td>
<td></td>
</tr>
<tr>
<td>12Cr1WVTa</td>
<td>11.96 0.82 0.23 0.09 0.10 6.56 0.14 0.003 &lt;0.005 0.004 [76]</td>
<td></td>
</tr>
<tr>
<td>12Cr1WVTa'</td>
<td>11.95 0.80 0.25 0.10 0.09 6.45 0.20 0.003 t0.005 0.006</td>
<td></td>
</tr>
<tr>
<td>12Cr1WVTa&quot;</td>
<td>11.80 0.22 0.97 0.10 0.10 7.84 0.23 0.005 &lt;0.005 0.006</td>
<td></td>
</tr>
<tr>
<td>12Cr-2W</td>
<td>11.49 2.12 0.23 0.10 0.24 0.46 [71]</td>
<td></td>
</tr>
<tr>
<td>12Cr2WVS3Mn</td>
<td>10.86 1.97 0.21 0.08 0.20 5.57 [77]</td>
<td></td>
</tr>
<tr>
<td>1Cr2WV</td>
<td>11.52 1.83 0.22 0.17 0.20 0.40 [71]</td>
<td></td>
</tr>
<tr>
<td>GA4X nom. melt</td>
<td>11 2.5 0.3 0.15 0.01 &lt;0.003</td>
<td></td>
</tr>
<tr>
<td>GA4X</td>
<td>11.0 2.0 0.30 0.14 0.05 0.04 0.002 0.001 0.001 [73]</td>
<td></td>
</tr>
<tr>
<td>GA6X</td>
<td>11.1 2.1 0.30 0.15 0.07 0.04 0.002 0.001 0.002</td>
<td></td>
</tr>
<tr>
<td>12Cr-2W</td>
<td>11.56 1.96 &lt;0.10 0.32 0.49 0.001 t0.002 0.003 [70]</td>
<td></td>
</tr>
<tr>
<td>15Cr-2W</td>
<td>14.72 1.94 &lt;0.11 0.30 0.49 0.001 t0.002 0.003</td>
<td></td>
</tr>
</tbody>
</table>

nom. = nominal composition  
melt = actual melt composition

Table 8.

Examples of Commercial Alloy Compositions in w/o Similar to Low Activation Ferritic Alloys.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Cr</th>
<th>Mo</th>
<th>C</th>
<th>Mn</th>
<th>Ni</th>
<th>V</th>
<th>Si</th>
<th>Nb</th>
<th>W</th>
<th>P</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>24Cr-1Mo</td>
<td>2.25</td>
<td>1.0</td>
<td>0.09</td>
<td>0.45</td>
<td>--</td>
<td>t0.03</td>
<td>0.20</td>
<td>..</td>
<td>..</td>
<td>t0.015</td>
<td>t0.015</td>
</tr>
<tr>
<td>T91</td>
<td>8.43</td>
<td>0.89</td>
<td>0.09</td>
<td>0.37</td>
<td>0.11</td>
<td>0.24</td>
<td>0.16</td>
<td>0.08</td>
<td>..</td>
<td>0.011</td>
<td>0.004</td>
</tr>
<tr>
<td>FV44S</td>
<td>11.3</td>
<td>0.66</td>
<td>0.15</td>
<td>--</td>
<td>0.75</td>
<td>0.25</td>
<td>t0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HT-9</td>
<td>11.80</td>
<td>1.02</td>
<td>0.21</td>
<td>0.50</td>
<td>0.58</td>
<td>0.32</td>
<td>0.22</td>
<td>..</td>
<td>0.50</td>
<td>0.007</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Therefore, a broad range of low activation ferritic alloys are possible. Low activation bainitic alloys in the Fe-2Cr composition range, martensitic alloys in the Fe-7 to 9Cr range and stabilized martensitic alloys in the Fe-12Cr range have been successfully fabricated and are undergoing testing on an international level. However, it is found that irradiation significantly degrades the properties of bainitic and stabilized martensitic alloys. Bainitic alloys containing vanadium develop severe hardening due to irradiation-induced precipitation at temperatures below 450°C and extreme softening due to carbide coarsening at temperatures above 500°C. Stabilized martensitic alloys which rely on manganese additions to provide a fully martensitic microstructure are embrittled at grain boundaries following irradiation, leading to severe degradation of impact properties. The most promising composition regime appears to be the 7 to 9Cr range with tungsten additions in the 2% range, where high temperature mechanical properties and microstructural stability are retained and impact properties are relatively unaffected by irradiation. The higher void swelling behavior observed in these alloys is not expected to be a major problem.

CONCLUSIONS

Nuclear energy development is sufficiently costly to require systems optimization on a large scale. As a result, there have been many examples of research and development programs involving ferrous metallurgy for
nuclear energy systems. Those programs have included control of stress corrosion cracking and irradiation embrittlement in water-cooled reactors, breakaway oxidation, nitrided materials development and materials specification for very high temperature applications in gas-cooled reactors, control of swelling resistance, piping alloy optimization and development of oxide dispersion strengthening for liquid metal reactors, and materials development and low activation alloy development for fusion energy systems. Each of these programs has been described in detail.

FUTURE WORK

No further review on this subject is planned.
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6.2 Austenitic Stainless Steels
IRRADIATION CREEP IN FUSION REACTOR MATERIALS AT LOW TEMPERATURES — M. L. Grossbeck and L. K. Mansur  
(Oak Ridge National Laboratory)

OBJECTIVE

This study was conducted to evaluate irradiation creep at temperatures relevant to the ITER (International Thermonuclear Experimental Reactor).

SUMMARY

Irradiation creep has been investigated in the Oak Ridge Research Reactor (ORR) at 60 to 400°C in an assembly spectrally tailored to achieve a He:dpa ratio of 12 to 14:1 appm/dpa in austenitic stainless steels. It was found that austenitic alloys, especially PCA, have higher creep rates at 60°C than at 330 and 400°C. A new mechanism was proposed and a corresponding theoretical model developed. Since vacancy migration times can be a few orders of magnitude longer than the irradiation times in this temperature regime, the immobile vacancies do not cancel climb produced by mobile interstitials absorbed at dislocations, resulting in a high climb rate. Preliminary calculations indicate that this mechanism coupled with preferred absorption driven glide predicts a high creep rate at low temperatures and a weak temperature dependence of irradiation creep over the entire temperature range investigated.

PROGRESS AND STATUS

Introduction

Although irradiation creep has been known to occur below 200°C for the past 20 years, little attention has been paid to it since most applications for reactor structural materials have been for fission power reactors that operate at higher temperatures. In addition, the effect was believed to be a transient of short duration. Near-term fusion devices such as the International Thermonuclear Experimental Reactor (ITER), will operate with high neutron flux components at temperatures below 100°C (ref. 2). This temperature is below the swelling regime for all structural alloys, but our recent work has shown that irradiation creep can be as large an effect at 100°C as at 500°C. The effects of irradiation creep can be beneficial in a fission reactor in that it relieves stresses induced by swelling and allows fuel to flow into a central void rather than bulge its cladding. It is also possible for irradiation creep to induce plastic flow at the tip of a crack, thus blunting and arresting its propagation. Nonetheless, irradiation creep must be considered in the design of fusion reactor components since, in addition to the beneficial effects noted above, it may also lead to bulging, bowing, or other unacceptable deformation of structural components. The magnitude of the effects of irradiation creep is illustrated in Fig. 1, where the stress in a tightened bolt is shown as a function of displacement level. If a bolt is torqued to a stress of 250 MPa and placed in a neutron flux, irradiation creep will relieve the stress by the time a displacement level of 10 dpa has been attained. Of course, the first wall of a fusion reactor will not be bolted, but the example illustrates that irradiation creep is an important source of deformation and must be considered in the design of fusion devices.

Experimental Procedures

Both austenitic and ferritic/martensitic alloys were investigated. AISI type 316 stainless steel in 20% cold-worked and in annealed conditions as well as the U.S. and Japanese PCA alloys were investigated. Type 316 stainless steel was selected from both U.S. heat X1593 (ref. 3) and Japanese heat J316 (ref. 4). The PCA specimens were from U.S. heat K-280 (ref. 3) and Japanese heat JPCA. Only the Japanese alloys were investigated in annealed as well as cold-worked conditions: the JPCA was 15% cold worked, and the J316 was 20% cold worked. The ferritic alloys Sandvik HT-9, heat 91353 (ref. 6), and a laboratory heat of the pure binary Fe-15Cr were also investigated to study irradiation creep in normally low swelling alloys. Tube specimens 4.57 mm in diameter and 25.4 mm long with a wall thickness of 0.25 mm (0.18 for HT-9) were pressurized with helium to exert desired stresses between 50 and 400 MPa.

The experiments were carried out in the ORR in irradiation vehicles where the neutron flux was tailored to achieve a He:dpa ratio of 12 to 14 appm/dpa, characteristic of that expected in a fusion environment. Atomic displacement levels of 7 to 8 dpa were achieved and helium levels of 60 to 125 appm, depending upon the alloy, were produced.

The tubes were profiled with a non-contacting laser micrometer system with a precision of ±250 nm. A total of 300 measurements were made on each tube and the central three-fifths were used to compute the diameter changes of the tubes. Details of the experiments are given by Grossbeck et al.
Fig. 1. Relief of stress in a bolt, originally torqued to a stress of 250 MPa, exposed to a neutron flux.

Results and Discussion

Figures 2 and 3 show the measured creep of austenitic stainless and ferritic steels, respectively, as a function of temperature for three temperatures: 60, 330 and 400°C; the creep rates are shown in Table 1. At 330 and 400°C, the creep rates are nearly the same, in agreement with previous similar experiments. Experiments on the same austenitic alloys also indicated a small or negligible temperature dependence in the range 330 to 600°C. The creep rates for the ferritic steels are about a factor of 3 to 6 lower than for austenitic alloys at 330 and 400°C. An exception is the binary Fe-15Cr alloy at 400°C, which has a creep rate comparable to the austenitic alloys. Since this alloy is a high-purity laboratory heat, it is likely to be weak in thermal creep which could account for the large deformation at 400°C.

At 60°C, creep rates are higher than at 330 and 400°C for all alloys. The most pronounced differences occur in U.S. PCA and in the two ferritic alloys where creep rates 6 to 18 times higher than at 330 and 400°C are observed at 60°C.

The weak temperature dependence of irradiation creep has been known for many years. Hudson et al. observed a rather abrupt reduction in the temperature dependence of creep between 500 and 550°C in type 321 stainless steel using proton irradiation. The low-temperature portion of the curve obtained for creep rate was weakly temperature dependent and was attributed to the phenomenon of irradiation creep. This temperature insensitivity below the thermal creep regime has been confirmed by Puigh, Grossbeck and Horsk, and cited in a review by Straalsund. Since most of the neutron irradiations have been done in relation to liquid metal breeder reactor development programs, temperatures below 400°C were seldom investigated. However, the first observation of irradiation creep was by Zaimovsky et al. in uranium at a temperature of only 200°C (Fig. 4). Hesketh later observed irradiation creep in nickel and Zircaloy at 195°C. In a comprehensive review of irradiation creep, Gilbert suggested that the creep rate increases with decreasing temperature.

Although irradiation creep has been observed at low temperatures, it is not understood in terms of currently accepted theory. Perhaps the most widely accepted mechanisms are stress-induced preferential absorption (SIPA) and the climb-enabled-glide mechanism, which is driven by SIPA and other climb processes that enable glide and produce creep. Both of these mechanisms lead to a linear dependence on interstitial concentration and diffusivity. For SIPA, we have

\[ \epsilon = \frac{2}{9} \sigma L_0 C_z I \]  

(1)
Fig. 2. Total irradiation creep deformation in austenitic alloys irradiated in a spectrally tailored neutron flux in the ORR to a displacement level of 8 dpa.
Table 1. Average creep rates for ORR-irradiated alloys in terms of effective stress and strain (MPa$^{-1}$ dpa$^{-1} \times 10^{6}$C)

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Heat</th>
<th>Temperature, °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>USPCA (25% CW)</td>
<td>K-280</td>
<td>9.1-14 2.5 1.8</td>
</tr>
<tr>
<td>JPCA (SA)</td>
<td>5.1</td>
<td>1.7 3.5</td>
</tr>
<tr>
<td>316 (SA)</td>
<td>5316</td>
<td>2.2 1.4 1.4</td>
</tr>
<tr>
<td>316 (20% CW)</td>
<td>5316</td>
<td>2.2 1.3 1.3</td>
</tr>
<tr>
<td>HT-9</td>
<td>91353</td>
<td>6.3 0.35 0.56</td>
</tr>
<tr>
<td>Fe-15Cr</td>
<td>10.0</td>
<td>0.76 1.5</td>
</tr>
</tbody>
</table>

and for SIPA-driven climb-enabled glide we have

\[
\frac{\dot{\varepsilon}}{\Omega} = \frac{4}{9} \varepsilon_{b} \left( \pi L \right)^{1/2} D_{i} C_{i} Z_{i},
\]

where \( \dot{\varepsilon} \) is the creep rate, \( \Omega \) is the atomic volume, \( L \) is the dislocation density, \( D_{i} \) is the interstitial diffusivity, \( C_{i} \) is the interstitial concentration, \( Z_{i} \) is the differential bias resulting from the preferred orientation, \( \varepsilon_{b} \) is the elastic modulus, and \( b \) is the Burgers vector. The dependence on \( D_{i} C_{i} \) leads to a reduction in creep rate of about two orders of magnitude upon decreasing the temperature from 300 to 60°C.

Using analytical expressions for dislocation network and loop densities that have been fit to experimental data in Eq. (2) leads to the steady state curve plotted in Fig. 5. A large decrease in irradiation creep is predicted as temperature decreases to 60°C. This curve is based upon steady-state defect concentrations. However, at a temperature of 60°C, the time for vacancies to diffuse to sinks and reach a steady-state concentration is much longer than the time of an experiment, on the order of 100 years for the parameters used here. Thus, steady-state concentrations of vacancies and, therefore, interstitials, are never reached at low temperatures. Therefore, for such low temperatures, steady-state models must be discarded. A new analysis is required based on the fundamental point defect concentration behavior.

Fig. 4. Deformation in uranium under reactor irradiation at 220°C with a neutron flux of \( 6 \times 10^{18} \) n/m²·s. Note that deformation ceases when either stress is removed or the reactor is shut down (dashed lines). After Zaimovsky et al.\textsuperscript{13}.

The rate equations for point defect concentration are:

\[
\frac{\delta C_{i}}{\delta t} = G - R C_{i} C_{j} - K_{i} C_{i},
\]

\[
\frac{\delta C_{i}}{\delta t} = G - R C_{i} C_{j} - K_{v} C_{v},
\]
Fig. 5. Creep deformation per unit stress as a function of temperature for austenitic alloys using the conventional climb-enabled glide model (steady state) and using the proposed transient model. The sum of the two curves is also shown.

In order to make an assessment of the magnitude of low-temperature transient creep, a conservative estimate of creep rate can be made by examining point defect behavior as their concentrations approach steady state. The approach to steady state of defect concentrations is shown schematically in Fig. 6 based on Mansur. The concentrations of vacancies and interstitials are equal to each other and increase at the same rate under irradiation until interstitials begin to be absorbed by sinks. This happens in a time \( \tau_{i} = 1/K_{i} \), where \( K_{i} \) is the rate constant for loss due to absorption at sinks, which even at these low temperatures is on the order of microseconds or less. At this time, the loss rate of interstitials due to absorption at sinks balances the production rate, and a quasi-steady state is achieved with the interstitial concentration equal to \( G/K_{i} \). As the vacancy concentration continues to increase, a point, \( \tau_{v} \), is reached where recombination first becomes significant. The interstitials experience a new loss mechanism and their concentration now begins to decrease. The vacancy population continues to increase, although at a slower rate, until recombination becomes the dominant loss mechanism for defects at time \( \tau_{R2}. \) Finally, at time \( \tau_{v} = 1/K_{v}, \) where \( K_{v} \) is the rate constant for absorption of vacancies at sinks, the vacancies are absorbed by sinks and this loss rate balances the vacancy production rate. At this time, both vacancy and interstitial concentrations reach steady state. It is only after this time that the theoretical models of irradiation creep previously advanced apply. At low temperatures, the time to reach steady state is far longer than the duration of the experiment. The interstitial concentration producing irradiation creep is, therefore, higher than that predicted by steady-state defect concentrations.

In the SIPA mechanism, both vacancies and interstitials are absorbed by dislocations in nearly equal numbers. There is a slight preference for interstitials to be absorbed by dislocations with Burgers vectors aligned parallel to the axis on an externally applied stress. This slight imbalance gives rise to a net climb leading to deformation in the direction of the stress and, thus, to irradiation creep. However, at low temperatures, the vacancies are essentially immobile so that only interstitials are absorbed by dislocations. Without the vacancies to cancel the climb induced by the interstitials, a greatly enhanced climb rate results. Once the dislocations climb past obstacles, they are free to glide and bow out in
the direction of the stress resulting in irradiation creep by the climb-enabled glide mechanism. The deformation, \( \varepsilon_{C-G} \), resulting from this mechanism is given by

\[
\varepsilon_{C-G} / \sigma = (\pi L)^{1/2} / E a / b L N_1 ,
\]

where \( \sigma \) is the external stress, \( L \) is the dislocation density, \( a \) is the atomic volume, \( E \) is the elastic modulus, \( b \) is the Burgers vector, and \( N_1 \) is the total number of interstitials absorbed by the dislocations. The number of interstitials absorbed, \( N_1 \), is estimated in each numbered region of Fig. 6, making the approximations given elsewhere. The result is:

\[
N_1 = G_{\tau_1} - G / K_1 ;
\]

\[
N_2 = 0.5 G (\tau_{\tau_2} - \tau_{\tau_2}) - C_i (\tau_{\tau_2}) ;
\]

\[
N_3 = C_i^5 D_i S_i (\tau_v - \tau_{R_2}) ;
\]

where \( C_i^5 \) is the steady state value of the interstitial concentration, and \( S_i \) is the sink strength for interstitials at dislocations. Substituting Eqs. (5)-(7) into Eq. (4) results in an expression for irradiation creep deformation per unit stress which is plotted in Fig. 5 together with steady-state climb glide. It is seen that the transient curve contributes primarily for low temperatures, and the steady-state curve contributes primarily for high temperatures.
When the two contributions are added as in Fig. 5, irradiation creep is seen to be about the same at 60°C as above 300°C. The peak at 200°C requires further explanation. A rather primitive, although conservative, method was used to evaluate the irradiation creep deformation. A more accurate method, using a direct numerical solution to the differential equations for point defect concentrations, was used by Stoller et al., the result of which is plotted in Fig. 7. The curve for 8 dpa agrees rather well with the data for PCA, but has a dip rather than a peak at 200°C. This discrepancy is simply the result of inaccuracies in the first method of approximation.

A similar analysis can be done for the ferritic steels investigated, and Fig. 8 shows the results using the previously described method of estimation of absorbed interstitials. A qualitatively similar curve to that for austenitic stainless steels was obtained. Since there are significant uncertainties in measuring dislocation loop concentrations in the microstructures formed during low-temperature irradiations, the dislocation loop density was varied by a factor of 100 in each direction. Reducing the loop concentration made little difference, but increasing the loop concentration showed a higher level of irradiation creep at 60°C than at 300°C, which was observed experimentally. A more accurate analysis will be carried out based on the numerical solution of the defect rate equations using measured microstructural data when the actual specimens are sectioned and examined by electron microscopy.

CONCLUSIONS

1. High levels of irradiation creep have been observed in austenitic and ferritic alloys at temperatures in the operating range of near-term fusion reactors such as the ITER.
2. The creep at 60°C was greater than at 330 and 400°C.
3. Low-temperature irradiation creep can be explained in terms of a new mechanism of low-temperature transient interstitial absorption.
4. The levels of irradiation creep observed in structural alloys can lead to significant deformations under primary loads and must be considered in the design of fusion reactors.

FUTURE WORK

Specimens irradiated at 200°C remain to be measured and the results analyzed. This is scheduled to be done in the next reporting period.

Fig. 8. Creep deformation per unit stress as a function of temperature for ferritic/martensitic alloys. Curves for the climb-enabled glide model (steady state), the proposed transient model, and the sum of the two curves are shown.
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MICROSTRUCTURAL EXAMINATION IN FFTF IRRADIATED MANGANESE STABILIZED MARTENSITIC STEEL - Y. Kohno (University of Tokyo), A. Kohyama (University of Tokyo) and O. S. Gelles (Pacific Northwest Laboratory)(a)

OBJECTIVE

The objective of this work is to evaluate the irradiation embrittlement of manganese stabilized martensitic stainless steels in support of low activation ferritic alloy design.

SUMMARY

Transmission electron microscopy has been performed on FFTF irradiated specimens of manganese stabilized martensitic steels in order to identify the cause of irradiation-induced embrittlement. Examinations demonstrated the presence of Fe-Cr-Mn chi phase, a body-centered cubic intermetallic phase, known to be detrimental to mechanical properties.

PROGRESS AND STATUS

Introduction

Ferritic/martensitic steel is attractive for fusion applications due to microstructural stability against irradiation. HT-9 is the candidate alloy for this category, but efforts continue to provide improvements and reduce the induced radioactivity by compositional modification. As part of this effort, modified HT-9 alloys were designed. The design concept required that nickel be removed and carbon reduced to 0.1% for ductile-brittle transition temperature (DBTT) improvement, and manganese be added to compensate for austenite instability. A miniature Charpy specimen impact test program showed that these steels underwent a large shift in DBTT as a result of fast neutron irradiation at 638 K to 11.3 dpa. Higher manganese contents increased the DBTT shift, and this DBTT degradation can be worse than that found in HT-9. Following the previous report, the present work is intended to inspect microstructural features in these steels in order to give insight into the mechanisms of radiation-induced embrittlement.

Experimental Procedure

The materials used were Fe-12Cr-0.1C-1.0Mo-0.2V-0.15Nb with 1.9, 3.3, 3.5, 4.7 and 6.6% Mn. Detailed chemical compositions of materials used are shown in Table 1 with alloy identification codes. Figure 1 provides a schematic comparison of the neutron fluence dependence of DBTT in two manganese stabilized steels and HT-9.1

Table 1

<table>
<thead>
<tr>
<th>ID</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>HT-9</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.12</td>
<td>0.10</td>
<td>0.11</td>
<td>0.11</td>
<td>0.15</td>
<td>0.21</td>
</tr>
<tr>
<td>Mn</td>
<td>1.94</td>
<td>3.33</td>
<td>4.73</td>
<td>6.57</td>
<td>3.46</td>
<td>0.50</td>
</tr>
<tr>
<td>Si</td>
<td>0.12</td>
<td>0.12</td>
<td>0.10</td>
<td>0.10</td>
<td>0.11</td>
<td>0.21</td>
</tr>
<tr>
<td>P</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>S</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
<td>0.006</td>
<td>0.006</td>
<td>0.003</td>
</tr>
<tr>
<td>Cr</td>
<td>11.95</td>
<td>11.80</td>
<td>11.79</td>
<td>12.00</td>
<td>11.90</td>
<td>12.10</td>
</tr>
<tr>
<td>Ni</td>
<td>0.98</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.97</td>
<td>1.03</td>
</tr>
<tr>
<td>Nb</td>
<td>0.25</td>
<td>0.21</td>
<td>0.25</td>
<td>0.20</td>
<td>0.26</td>
<td>0.33</td>
</tr>
<tr>
<td>Cu</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.04</td>
</tr>
</tbody>
</table>

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RLO 1830.
TEM disk specimens of these materials were irradiated in FFTF/MOTA. The irradiation conditions were 9.8 and 43.3 dpa at 693 K; 14.4 and 48.2 dpa at 793 K; and 33.8 dpa at 873 K. The irradiation conditions and the

![Image](image_url)

**FIGURE 1.** DBTT Shift of 12% Cr Martensitic Stainless Steels Irradiated at 638-693 K in FFTF/MOTA

<table>
<thead>
<tr>
<th>Irradiation Condition</th>
<th>Mn Concentration (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.0</td>
</tr>
<tr>
<td>Unirr. Unaged</td>
<td>*</td>
</tr>
<tr>
<td>Unirr. Aged</td>
<td></td>
</tr>
<tr>
<td>10 dpa 693K</td>
<td></td>
</tr>
<tr>
<td>45 dpa</td>
<td>*</td>
</tr>
<tr>
<td>15 dpa 793K</td>
<td>*</td>
</tr>
<tr>
<td>50 dpa</td>
<td></td>
</tr>
<tr>
<td>35 dpa 873K</td>
<td>*</td>
</tr>
</tbody>
</table>

□ : Observation finished (● : Cavities observed)
* : To be 3-point disk bend tested followed by TEM examination.

**Results and Discussion**

Despite the martensite stabilization produced by manganese additions, all alloys contained delta ferrite prior to irradiation. The amount of ferrite phase was not measured quantitatively, but was estimated by metallographic examination to be less than 15% in any alloy, and it was found that the fraction of ferrite appears to decrease with manganese concentration. Cavities were observed only in specimens irradiated at 693 K to 9.8 and 43.3 dpa, but they were limited to being within the delta ferrite phase. Figure 2 shows
the dependence of delta ferrite phase on manganese concentration, and also reveals cavities within the delta ferrite phase. In all alloys, the prior austenite grain boundary was poorly defined by precipitate particles, but large carbide particles could be observed. Precipitate particles following irradiation were large and clearly defined in comparison with those in the unirradiated materials, but grain boundary precipitates did not form continuous coatings. Analysis showed that the smaller particles were $M_2C_6$.

Figure 3 shows the cavity microstructure in the delta ferrite phase as a function of the manganese concentration dependence and neutron fluence dependence. Average cavity size and cavity number density decreased slightly with manganese concentration, but almost no cavities were observed in a specimen with 6.6% Mn irradiated to 9.8 dpa. Fine precipitates at high number density and with very weak contrast were observed in all irradiation conditions. The precipitate showed more clearly in ferrite grains than in martensite grains. These precipitates were also observed in irradiated 12% Cr martensitic steel, and were interpreted to be alpha prime phase. Also of note was intermetallic chi phase precipitation, which was identified along prior austenite grain boundaries in specimens with 4.7 and 6.16% Mn following irradiation at 693 K and 793 K to 14.4 dpa or more. Compositional analysis on this phase indicated Fe-16.2Cr-10.2Mn-3.0Mo-0.7Si(or W). The volume fraction of chi phase was roughly estimated to be as high as 10% in the case of 14.4 dpa/793 K irradiation. Chi phase is considered to be detrimental to mechanical properties; therefore, DBTT degradation in the materials with higher manganese concentrations can be attributed to chi phase precipitation, although there is no clear evidence that chi precipitation caused embrittlement at lower temperature.

CONCLUSION

Transmission electron microscopy has been performed on TEM disk specimens of manganese stabilized martensitic stainless steel which had been irradiated in FFTF to identify the cause of irradiation induced embrittlement. Microstructural observations of specimens irradiated at higher temperature have demonstrated the presence of Fe-Cr-Mn chi phase, a body-centered cubic intermetallic phase known to cause embrittlement. This work indicated that manganese stabilized martensitic stainless steels are prone to intermetallic phase formation, which is detrimental to mechanical properties.

FUTURE WORK

This work is completed.
FIGURE 3. Cavity Microstructural Development in Delta Ferrite Phase of Mn-Stabilized Steels (12Cr-xMn-1Mo-Nb, V) Irradiated at 693 K to 10 and 45 dpa in FFTF/MOTA
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OBJECTIVE

The object of this effort is to determine the material and environmental factors controlling the radiation-induced evolution of reduced activation alloys.

SUMMARY

The addition of nickel to both simple and solute-modified Fe-Cr-Mn alloys leads initially to an increase in neutron-induced swelling. The addition of various minor solutes, particularly silicon, in general leads to a reduction in swelling. Depending on composition, thermomechanical condition and irradiation temperature, a wide variety of swelling behavior is observed in various commercial Fe-Cr-Mn alloys. There is some indication in the commercial alloys of massive formation of ferrite phases during irradiation at 420°C, leading to a reduction in the swelling rate.

PROGRESS AND STATUS

Introduction

Manganese-stabilized austenitic stainless steels are being considered for service as low activation structural materials for fusion devices. Although current low activation guidelines place strong limitations on the nickel content, small amounts of nickel are often included in commercial manganese-stabilized steels to assist in the stabilization of the austenite phase. An electron irradiation experiment has also suggested that addition of small concentrations of nickel will delay the onset of void swelling in Fe-Cr-Mn-Si alloys. Increased nickel levels are also known to yield lower levels of swelling in many Fe-Cr-Ni based alloys.

In previous studies the compositional dependence of neutron-induced swelling and phase stability for Fe-Cr-Mn ternary alloys was explored. In the current study the swelling of Fe-Cr-Mn-Ni quaternary, solute-modified quaternary and commercial Fe-Cr-Mn alloys containing nickel was examined after irradiation in the Fast Flux Test Facility (FFTF) at temperatures in the range 420-600°C and doses as high as 75 dpa.

Experimenental Details

The various alloys and heat treatments used in this investigation are listed in Tables 1 and 2. They were prepared as microscopy disks 3 mm in diameter by 0.25 mm in thickness. Irradiation proceeded in static sodium in FFTF at $-3 \times 10^{18}$ dpa s$^{-1}$ using the Materials Open Test Assembly (MOTA) which controls the temperature to within $\pm 5°C$. Irradiation temperatures were chosen at various points between 420 and 650°C, depending on the particular set of alloys under investigation. The neutron spectrum in these experiments produces approximately 5 dpa for each $1.0 \times 10^{22} n \ cm^{-2} (E > 0.1 MeV)$. The bulk swelling levels were determined using an immersion density technique accurate to $\pm 0.15\%$.

Results and Discussion

The series 1 alloys described in Table 1 explore the impact of small additions of nickel to Fe-17Cr-19Mn-0.5Si alloys containing various concentrations of carbon, phosphorus and nitrogen typically found in commercial steels. Although Takahashi et al. had earlier shown that nickel additions caused an extension of the incubation period of swelling during electron irradiation, Figure 1 shows that the first small amount of nickel increased the neutron-induced swelling at each of the four temperatures investigated. The microstructural origins of this behavior are currently under investigation. It is obvious, however, that the solutes incorporated in these alloys suppressed swelling compared to that of simple solute-free ternary Fe-Cr-Mn alloys. It is well known that silicon is particularly good at suppressing swelling in many alloys.

Since nickel and manganese share some similarities in their influence on phase stability but exhibit different diffusional behavior, a wider range of Fe-Cr-Mn-Ni quaternary alloys was irradiated in order to gain some insight into the competitive roles played by these two elements. Figure 2 shows that, in two series of simple quaternary alloys, nickel additions usually increase swelling at first. The behavior is not monotonic, however, with either temperature or nickel content. The preliminary results of microscopy studies indicate that the increased swelling arises as a direct consequence of nickel's role in stabilizing the austenite phase against ferrite formation. The ferrite phase is well known to swell at a much lower rate than that of austenite.

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RLO 1830.
TABLE 1. Composition of Nickel-Bearing Alloys\(^{(a)}\) (wt%)

<table>
<thead>
<tr>
<th>Series 1(^{(a)})</th>
<th>Series 2(^{(c)})</th>
<th>Series 3(^{(c)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe-16.83Cr-19.49Mn-0.03Ni-0.54Si-0.10C-0.02P-0.162N</td>
<td>Fe-15Cr-15Mn</td>
<td>Fe-10Cr-30Mn</td>
</tr>
<tr>
<td>Fe-16.59Cr-18.77Mn-1.47Ni-0.55Si-0.10C-0.019P-0.164N</td>
<td>Fe-15Cr-15Mn-5Ni</td>
<td>Fe-10Cr-30Mn-5Ni</td>
</tr>
<tr>
<td>Fe-16.95Cr-19.08Mn-5.90Ni-0.52Si-0.10C-0.022P-0.099N</td>
<td>Fe-15Cr-15Mn-10Ni</td>
<td>Fe-10Cr-30Mn-10Ni</td>
</tr>
<tr>
<td>Fe-15Cr-15Mn-15Ni</td>
<td>Fe-10Cr-30Mn-15Ni</td>
<td></td>
</tr>
</tbody>
</table>

(a) Annealed condition, 1030°C/0.5h/air cool
(b) All with 0.006 S, 0.05-0.07% Cu and 0.01-0.03% Mo.
(c) Nominal composition.

TABLE 2. Composition of Commercial Fe-Cr-Mn Austenitic Alloys

<table>
<thead>
<tr>
<th>Designation</th>
<th>Vendor</th>
<th>Condition</th>
<th>Composition, wt%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitronic 32</td>
<td>ARMCO</td>
<td>CW</td>
<td>18Cr-12Mn-1.5Ni-0.5Si-0.2Cu-0.2Mo</td>
</tr>
<tr>
<td>18/18 Plus</td>
<td>CARTECH</td>
<td>CW, CWA</td>
<td>18Cr-18Mn-0.5Ni-0.6Si-1.0Cu-1.1Mo-0.4N-0.1C-0.02P</td>
</tr>
<tr>
<td>AMCR 0033</td>
<td>CREUSOT-MARREL</td>
<td>SAA,CW,CWA</td>
<td>10Cr-18Mn-0.7Ni-0.6Si-0.06N-0.2C</td>
</tr>
<tr>
<td>NONMAG 30</td>
<td>KOBE</td>
<td>SAA,CW,CWA</td>
<td>2Cr-14Mn-2.0Ni-0.35Si-0.02N-0.02P-0.6C</td>
</tr>
</tbody>
</table>

SA = 1030°C/0.5h/air cool.
CW = 1030°C/0.5h/air cool + 20% cold-work.
CWA = cold-worked condition + 650°C/1h/air cool.
SAA = 1030°C/1h/air cool + 760°C/2 h/air cool.

In general, the swelling of these quaternary alloys is somewhat lower at the higher manganese level, in agreement with the results of earlier studies on simple Fe-Cr-Mn ternary alloys\(^{3-5}\).

Figures 3 through 6 show the swelling of the five commercial alloys (some in more than one starting condition) irradiated in this study. These alloys clearly exhibit lower swelling as a result of the addition of solutes such as Ni, Si, Mo, N, C and P. A few trends can be derived from examination of the swelling data for the commercial alloys. In general, lower levels of nickel and higher levels of silicon produce the lowest swelling alloys. Most importantly, within the dose range studied in this experiment, none of these alloys reached the 1%/dpa swelling rate characteristic of simple Fe-Cr-Mn ternary alloys\(^{3}\), although the swelling rate in a number of cases was increasing rapidly. At the lower irradiation temperatures the swelling rate frequently declined strongly, a behavior also observed in simple Fe-Cr-Mn ternary alloys and attributed to the massive formation of the lower-swelling ferrite phase.\(^{5}\) This behavior was most pronounced in the aged alloy conditions.

CONCLUSION

Contrary to expectations based on experience with Fe-Cr-Ni alloys and the results of electron irradiation experiments on Fe-Cr-Mn alloys, nickel additions to Fe-15Cr-15Mn and Fe-10Cr-30Mn alloys increased their swelling initially. A similar behavior was observed in Fe-17Cr-19Mn-0.5Si. Swelling decreased in general in response to additions of silicon and other typical solutes found in commercial alloys. Commercial alloys containing the lowest amount of nickel and the highest level of silicon were found to exhibit the lowest levels of swelling. There is some indication in the swelling behavior of strong phase instabilities at lower irradiation temperatures.
FIGURE 1. Influence of Nickel Content and Irradiation Temperature on the Swelling of Fe-17Cr-19Mn 0.5Si-XNi Alloys

FIGURE 2. Influence of Nickel Content and Irradiation Temperature on the Swelling of Fe-15Mn-15Cr-XNi and Fe-30Mn-10Cr-XNi Alloys
FIGURE 3. Neutron-Induced Swelling of AMCR 0033

FIGURE 4. Neutron-Induced Swelling of NONMAG 30
FIGURE 5. Neutron-Induced Swelling of 18/18 PLUS

FIGURE 6. Neutron-Induced Swelling of Nitronic 32 and NMF3
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THE DEVELOPMENT OF AUSTENITIC STAINLESS STEELS FOR FAST INDUCED-RADIOACTIVITY DECAY -- R. L. Klueh and P. J. Maziasz (Oak Ridge National Laboratory)

OBJECTIVE

Induced radioactivity in the first-wall and blanket-structure materials of fusion reactors will make these components highly radioactive after their service lifetime, leading to difficult radioactive waste-management problems. One way to minimize the disposal problem is to use structural materials in which radioactive isotopes induced by irradiation decay quickly to levels that allow simplified disposal techniques. We are assessing the feasibility of developing such austenitic stainless steels.

SUMMARY

A program is under way to develop a nickel-free austenitic stainless steel for fusion-reactor applications. Previous work on small button heats showed that an austenite-stable alloy could be obtained with a base composition of Fe-20Mn-12Cr-0.25C. To improve strength and irradiation resistance, closely controlled quantities of W, Ti, V, C, B, and P were added to this base. A large heat of this steel with the composition of the best button heat has been obtained to determine if it is possible to scale up from the small heats. The tensile properties of that heat have been found to be similar to those of the smaller heats.

PROGRESS AND STATUS

Introduction

An alloy-development program is in progress to develop fast induced-radioactivity decay (FIRO) austenitic stainless steels to replace the high-nickel stainless steels that are among the present candidate alloys for fusion applications. These steels are designed to meet the criteria for shallow land burial of radioactive isotopes, as described in the Nuclear Regulatory Commission Guidelines 10CFR61. According to 10CFR61, Ni, N, Nb, Mo, and Cu must be minimized. For a FIRO stainless steel, manganese is to be used as a replacement for nickel.

Previous work showed that it is possible to develop a high-manganese austenitic steel with tensile properties that exceed those of type 316 stainless steel.\(^1\) Initially, a base composition of Fe-20Mn-12Cr-0.25C was found to be entirely austenitic with tensile properties comparable to those of type 316 stainless steel.\(^2\) With a series of small button heats, it was shown that the strength of the base composition could be improved by adding various alloying elements.\(^3\) From these studies it was concluded that an alloy with a nominal composition of 20% Mn, 12% Cr, 1% W, 0.1% Ti, 0.1% V, 0.04% P, and 0.005% B, the balance iron (all compositions are in weight percent) was considerably stronger than the type 316 stainless steel in both the annealed condition and in the 20% cold-worked condition.\(^3\)

A large heat of the new manganese steel was obtained. Tests are planned to examine the fabricability, mechanical properties, physical properties, weldability, corrosion resistance, and irradiation resistance. Tests are also planned to use this heat as a base composition for making heats to determine the optimum composition of such a high-manganese stainless steel.

Experimental Procedure

A 45-kg heat (Heat 3898) of an Fe-20Mn-12Cr-1W-0.1Ti-0.04P-0.005B alloy was obtained from Combustion Engineering, Chattanooga, Tennessee. The ingot was air-induction melted with an argon cover, after which it was cast into a 10.2 cm by 10.2 cm by 45 cm ingot. The composition of heat 3898 is given in Table 1. With one exception, the composition of this heat of material was the same as heat PCMA-21, the small (600-g) experimental heat with the best strength properties of the eight heats previously examined.\(^3\) Nb vanadium was added to heat 3898, because part of the use planned for this heat was to use it as a base composition to determine the optimum level for the various alloying elements. Furthermore, the previous work indicated little effect of vanadium, and in the future this will be examined with the use of small heats.

To obtain material for the tensile specimens, a 76.2-mm-thick section was taken from the ingot and upset forged at 1050°C to a thickness of 38 to 41 mm. This material was then hot rolled to 4.75-mm-thick sheet, after which it was cold rolled to 0.76-mm-thick sheet in a series of stages. Between each stage, the steel was annealed at 1150°C. The final sheet was in a 20% cold-worked condition.
Tensile Specimens were obtained from the cold-rolled sheet. Specimens had a reduced gage section 20.3-mm long by 1.52-mm wide by 0.76-mm thick. All specimens were machined with gage lengths parallel to the rolling direction. Tensile tests were made at room temperature, 200, 300, 400, 500, and 600°C on specimens in the cold-worked condition and after two annealing treatments: 1 h at 1050°C and 2 h at 1150°C. Tests were made in vacuum on a 120-kN-capacity Instron universal testing machine at a crosshead speed of 8.5 mm/s, which resulted in a nominal strain rate of $4.2 \times 10^{-4}$/s.

Results and Discussion

Figure 1 shows the microstructure of the steel in the cold-worked condition [Fig. 1(a)], after annealing 1 h at 1050°C [Fig. 1(b)], and after 1 h at 1150°C [Fig. 1(c)]. As can be seen, the steel contained a high inclusion content. This is presumably the result of the air-melting procedure, and a cleaner steel would result if it were electroslag remelted.

Fig. 1. Microstructure of high-manganese steel (a) 20% cold worked, (b) annealed 1 h at 1050°C, and (c) annealed 1 h at 1150°C.

Tensile data for heat 3898 are given in Table 1. Figures 2 through 7 show the tensile behavior of heat 3898 after an anneal of 1 h at 1050°C (Figs. 2 and 3), 1 h at 1150°C (Figs. 4 and 5), and in the 20% cold-worked condition (Figs. 6 and 7). For comparison, data from PCMA-21 — the strongest of the 600-g vacuum-arc melted experimental heats — are also shown on the figures. For the cold-worked Steel and the steel annealed at 1050°C, data for type 316 stainless steel are also shown for comparison. No data were available for comparison for steel annealed at 1150°C. Note that PCMA-21 was annealed for 2 h at 1150°C.
Fig. 2. (a) Yield stress and (b) ultimate tensile strength as a function of test temperature for two heats of high-manganese stainless steel and type 316 stainless steel after being annealed at 1050°C.

Table 1. Tensile Properties of 45-kg heat of high-manganese stainless steel — Heat 3898

<table>
<thead>
<tr>
<th>Test Temperature (°C)</th>
<th>Yield Strength, MPa</th>
<th>Ultimate Strength, MPa</th>
<th>Uniform Elongation, %</th>
<th>Total Elongation, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annealed 1 h 1050°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>309</td>
<td>885</td>
<td>54.7</td>
<td>57.5</td>
</tr>
<tr>
<td>200</td>
<td>211</td>
<td>667</td>
<td>49.9</td>
<td>52.5</td>
</tr>
<tr>
<td>300</td>
<td>207</td>
<td>654</td>
<td>47.5</td>
<td>50.4</td>
</tr>
<tr>
<td>400</td>
<td>195</td>
<td>595</td>
<td>41.9</td>
<td>45.4</td>
</tr>
<tr>
<td>500</td>
<td>168</td>
<td>540</td>
<td>35.3</td>
<td>38.4</td>
</tr>
<tr>
<td>600</td>
<td>138</td>
<td>447</td>
<td>30.4</td>
<td>34.5</td>
</tr>
<tr>
<td>Annealed 1 h 1150°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>272</td>
<td>838</td>
<td>55.6</td>
<td>57.0</td>
</tr>
<tr>
<td>200</td>
<td>192</td>
<td>675</td>
<td>61.0</td>
<td>64.0</td>
</tr>
<tr>
<td>300</td>
<td>165</td>
<td>607</td>
<td>53.5</td>
<td>55.6</td>
</tr>
<tr>
<td>400</td>
<td>156</td>
<td>552</td>
<td>45.1</td>
<td>48.4</td>
</tr>
<tr>
<td>500</td>
<td>150</td>
<td>512</td>
<td>39.1</td>
<td>43.6</td>
</tr>
<tr>
<td>600</td>
<td>130</td>
<td>450</td>
<td>33.3</td>
<td>36.1</td>
</tr>
</tbody>
</table>

20% Cold Worked

<table>
<thead>
<tr>
<th>Test Temperature (°C)</th>
<th>Yield Strength, MPa</th>
<th>Ultimate Strength, MPa</th>
<th>Uniform Elongation, %</th>
<th>Total Elongation, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>891</td>
<td>1080</td>
<td>12.6</td>
<td>15.0</td>
</tr>
<tr>
<td>200</td>
<td>797</td>
<td>927</td>
<td>8.2</td>
<td>10.4</td>
</tr>
<tr>
<td>300</td>
<td>606</td>
<td>844</td>
<td>9.5</td>
<td>11.8</td>
</tr>
<tr>
<td>400</td>
<td>625</td>
<td>808</td>
<td>10.2</td>
<td>13.9</td>
</tr>
<tr>
<td>500</td>
<td>539</td>
<td>716</td>
<td>7.6</td>
<td>10.5</td>
</tr>
<tr>
<td>600</td>
<td>458</td>
<td>597</td>
<td>6.1</td>
<td>8.2</td>
</tr>
</tbody>
</table>
Fig. 4. (a) Yield stress and (b) ultimate tensile strength as a function of test temperature for two heats of high-manganese stainless steel after being annealed at 1150°C.

Fig. 5. Total elongation as a function of test temperature for two heats of high-manganese stainless steel after being annealed at 1150°C.

Fig. 6. (a) Yield stress and (b) ultimate tensile strength as a function of test temperature for two heats of high-manganese stainless steel and type 316 stainless steel in the 20% cold-worked condition.
The results clearly indicate that the strength and ductility of heat 3898 are comparable to those of PCMA-21. This was true despite the fact that heat 3898 contained a considerable inclusion content. This indicates that it is possible to scale up the size of the material and obtain properties comparable to those obtained from the small button heats produced by vacuum-arc melting.

**SUMMARY AND CONCLUSIONS**

A 45-kg air-induction melted heat of Fe-20Mn-12Cr-0.25C-1W-0.1Ti-0.04P-0.0058 steel was obtained. The microstructure of 0.76-mm sheet contained a high inclusion content. However, the tensile properties of this larger heat were comparable to those of a 600-g experimental heat of similar composition.
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6.3 Vanadium Alloys
RELATIONSHIP OF MICROSTRUCTURE AND TENSILE PROPERTIES FOR NEUTRON-IRRADIATED VANADIUM ALLOYS

B.A. Loomis and D.L. Smith (Argonne National Laboratory)

OBJECTIVE

The objective of this research is to determine the composition of a vanadium-base alloy with the optimal combination of swelling resistance, corrosion resistance, and mechanical properties in the environment of a magnetic fusion reactor.

SUMMARY

The microstructures of \textbf{V-15Cr-5Ti}, \textbf{V-10Cr-5Ti}, \textbf{V-3Ti-1Si}, \textbf{V-15Ti-7.5Cr}, and \textbf{V-20Ti} alloys were examined by transmission electron microscopy after irradiation at 600°C to 21-84 dpa in the Materials Open Test Assembly of the Fast Flux Test Facility (FITF-MOTA). The microstructures of these irradiated alloys were analyzed to determine the radiation-produced dislocation density, precipitate number density and size, and void number density and size. The results of these analyses were used to compute increase of yield stress and swelling for the irradiated alloys. The computed increase of yield stress for the irradiated alloys was compared with the increase of yield stress determined from tensile tests on these irradiated alloys to allow evaluation of the influence of alloy composition on evolution of the radiation-damaged microstructure and resulting tensile properties.

PROGRESS AND STATUS

Introduction

The tensile properties and swelling for the \textbf{V-15Cr-5Ti}, \textbf{V-10Cr-5Ti}, \textbf{V-3Ti-1Si}, \textbf{V-15Ti-7.5Cr}, and \textbf{V-20Ti} alloys after neutron irradiation at 600°C to 87 dpa have been reported by Loomis and Smith. The tensile test results show that the alloys undergo maximum irradiation hardening in the range of 25 to 50 dpa and that the \textbf{V-15Cr-5Ti}, \textbf{V-10Cr-5Ti}, and \textbf{V-3Ti-1Si} alloys exhibit significantly greater irradiation hardening than the \textbf{V-15Ti-7.5Cr} and \textbf{V-20Ti} alloys. The tensile test results also show that these alloys exhibit significant total elongation after irradiation at 600°C to 87 dpa with the \textbf{V-20Ti} alloy exhibiting greater elongation than the \textbf{V-15Cr-5Ti}, \textbf{V-3Ti-1Si}, and \textbf{V-15Ti-7.5Cr} alloys. In this report, we present results of analyses based on transmission electron microscopy observations (TEM) of the irradiation damage in microstructures of these irradiated alloys. These results are used to assess the influence of alloy composition on evolution of the irradiation damage microstructure and resulting tensile properties.

Materials and Procedure

Vanadium alloys with compositions listed in Table 1 were obtained in the form of 50% cold-worked sheet with 0.3-mm thickness. Specimens for TEM were annealed at 1125°C for one h in an ion-pumped vacuum system with a typical pressure of 1.3 x 10^{-6} Pa. Microstructures of annealed alloys are shown in Figs. 1 and 2. The annealed, unirradiated materials had an average grain diameter of \approx 30 \mu m and contained \approx 10^{12} dislocations/m^2. The \textbf{V-15Cr-5Ti}, \textbf{V-10Cr-5Ti}, \textbf{V-15Ti-7.5Cr}, and \textbf{V-20Ti} alloys contained precipitates with 60-400 nm diameter and number density of \approx 2 x 10^{18}/m^3. The \textbf{V-3Ti-1Si} alloy contained precipitates with 30-100 nm diameter and number density of \approx 2 x 10^{20}/m^3.

Table 1. Vanadium Alloy Compositions

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Concentration (wt.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cr</td>
</tr>
<tr>
<td>V-15Cr-5Ti</td>
<td>13.5</td>
</tr>
<tr>
<td>V-10Cr-5Ti</td>
<td>9.2</td>
</tr>
<tr>
<td>V-3Ti-1Si</td>
<td>-</td>
</tr>
<tr>
<td>V-15Ti-7.5Cr</td>
<td>7.2</td>
</tr>
<tr>
<td>V-20Ti</td>
<td>-</td>
</tr>
</tbody>
</table>
Fig. 1. Optical microstructures for vanadium-base alloys.

Fig. 2. TEM microstructures for vanadium-base alloys.
Specimens of the alloys for TEM were irradiated in Li-filled TZM molybdenum capsules at 600°C to neutron fluences (E > 0.1 MeV) of $3.6 \times 10^{26} \text{ n/m}^2$ (21 dpa), $8.8 \times 10^{26} \text{ n/m}^2$ (44 dpa), and $14.2 \times 10^{26} \text{ n/m}^2$ (84 dpa) in the Materials Open Test Assembly during Cycles 8-10 of the Fast Flux Test Facility. Specimens irradiated to 21 dpa underwent a temperature excursion of $+206^\circ\text{C}$ for 50 min during Cycle 8 in the FFTF-MOTA.

Irradiated specimens (two or three for each damage level for each alloy) were prepared for TEM observation by electrochemical thinning of the specimens to perforation in a solution of 14% H$_2$SO$_4$-72% methanol-13% butyl cellosolve at -5°C. Microstructural examinations were performed on a JEOL 100CX electron microscope operating at 100 KeV. The thickness of TEM microstructures (100-200 nm) was determined from stereoscopic observations of photographs of microstructures.

**EXPERIMENTAL RESULTS**

**TEM Observations and Data for Irradiated Alloys**

The microstructures of alloys after irradiation at 600°C to 21, 44, and 84 dpa are shown in Figs. 3, 4, and 5, respectively. Table 2 lists the dislocation density ($\rho_d$), precipitate number density ($N_p$), precipitate average diameter ($d_p$), void number density ($N_v$), and void average diameter ($d_v$) determined from the microstructures for irradiated alloys. The dislocation density was determined from the equation

$$\rho_d = \frac{2NMF}{Lt},$$

where $N$ was the number of dislocations intersecting a line of length $L$, $M$ was the magnification, $F$ (-1) was a factor that allowed for those dislocations out of contrast, and $t$ was the specimen thickness.

The density of forest dislocations in the alloys increased substantially (10-30x) on irradiation to $\sim$25 dpa but did not change significantly on additional irradiation to 84 dpa (Table 2, Fig. 6). The dislocation density in irradiated alloys was strongly dependent on alloy composition (Fig. 6). The dislocation density in V-15Cr-5Ti and V-10Cr-5Ti alloys was $\sim$2x the density in V-3Ti-1Si and V-15Ti-7.5Cr alloys and $\sim$6x the density in V-20Ti alloy.

Voids were observed in all of the irradiated alloys with void diameter and number density increasing with irradiation damage (Table 2). The V-20Ti alloy was exceptionally resistant to void formation and growth, whereas the V-15Ti-7.5Cr alloy was least resistant to void formation and growth. Voids that formed in V-3Ti-1Si and V-20Ti alloys were generally associated with precipitates formed during irradiation, whereas voids were rarely observed to be associated with precipitates in the V-15Cr-5Ti, V-10Cr-5Ti, and V-15Ti-7.5Cr alloys. The average diameter and number density of voids in the alloys increased on increasing the damage level from 44 dpa to 84 dpa. Swelling ($\Delta V/V_0$) of these irradiated alloys due to the presence of voids was computed from the $N_v$ and $d_v$ data in Table 2. In Table 3 and Fig. 7, these swelling values are compared with those obtained from immersion density measurements, i.e., $(D_0-D_{irr})/D_{irr}$, on these irradiated alloys.$^5,4$ The swelling values obtained from TEM observations and density measurements were generally in agreement except for V-15Cr-5Ti, V-10Cr-5Ti, V-3Ti-1Si, and V-20Ti specimens irradiated to 44 dpa (Table 3, Fig. 7). On the basis of the TEM observations, a density change of 1-2% for the V-15Cr-5Ti, V-10Cr-5Ti, V-3Ti-1Si, and V-20Ti alloys on irradiation at 600°C to 44 dpa must...
be attributed primarily to precipitate formation. In the case of the V-3Ti-1Si alloy specimens irradiated to 84 dpa, there were regions in the microstructures that contained a high density of relatively large voids resulting in 4.3% localized swelling.

Irradiation-produced precipitates were prominent in the microstructures of all of the irradiated alloys. The irradiation-produced precipitates were categorized, primarily on the basis of diameter, into three types (Table 2) of dim-shape precipitates. Type I precipitates were those features in the microstructures with diameters <6 nm. Type II precipitates were sited on (100) habit planes, e.g., at II in Fig. 5d, with diameter of 10-30 nm. Type III precipitates, e.g., at III in Fig. 5d, were relatively large diameter (>30 nm) and generally appeared to be strongly pinned or "wrapped with dislocations (Fig. 8). The shape of precipitates in microstructures for irradiated V-15Ti-7.5Cr alloy (Figs. 4b and 5b) was distinctly different from that in other irradiated alloys, and it was necessary to approximate the shape of these precipitates by a disc with a diameter of equivalent cross-sectional area. Also, precipitates in irradiated V-15Ti-7.5Cr alloy were transparent to the electron beam, which was not the case for precipitates in the other alloys. There was evidence in the microstructures, e.g., strain-field contrast, to lead us to tentatively conclude that the Type II precipitates were coherent with the alloy matrix, whereas Type III precipitates were noncoherent.

Type I precipitates (features) were observed in all of the irradiated alloys. Type II precipitates were observed in V-15Cr-5Ti, V-10Cr-5Ti, and V-3Ti-1Si alloy microstructures, but were not observed in V-15Ti-7.5Cr and V-20Ti alloy microstructures. Type III precipitates were observed in microstructures of V-3Ti-1Si, V-20Ti, and V-15Ti-7.5Cr alloys, but were not observed in V-15Cr-5Ti and V-10Cr-5Ti alloy microstructures. The composition and/or crystallographic structure of the irradiation-produced precipitates in the alloys was not determined in this study.

**Increase of Yield Stress**

The increase of yield stress for these irradiated alloys was evaluated from the increase of shear stress (Δτ) by use of the equation.

**Fig. 4.** Microstructures for V-15Cr-5Ti, V-15Ti-7.5Cr, V-20Ti, and V-3Ti-1Si alloys after irradiation at 600°C to 44 dpa in the FFTF-MOTA.
Fig. 5. Microstructures for V-15Cr-5Ti, V-15Ti-7.5Cr, V-20Ti, and V-3Ti-1Si alloys after irradiation at 600°C to 84 dpa in the FFTF-MOTA.

\[ \Delta \sigma_y = \sqrt{3} \ \Delta t = \sqrt{3} \left( \alpha_\rho \mu b \sqrt{\rho_D} + \beta_{\rho p} \mu b \sqrt{N_{\rho p}} + \gamma \mu b \sqrt{N_{\gamma}} \right) \]  

In Eq. (2), \( \alpha_\rho, \beta_{\rho p}, \) and \( \gamma \) are the interaction parameters of gliding dislocations with forest dislocations, precipitates, and voids, respectively. In this report, we shall use \( \alpha_\rho, \beta_{\rho p}, \) and \( \gamma = 0.286 \) also in this equation, \( \mu \) is the shear modulus and \( b \) is the Burger's vector for vanadium with values of \( 4.67 \times 10^4 \) MPa and 0.26 nm, respectively. The results of computations of the increase of yield stress that could be attributed to voids (\( \Delta \sigma_y \)), dislocations (\( \Delta \sigma_D \)), or precipitates (\( \Delta \sigma_P \)) in the irradiated alloys using Eq. (2) and the data in Table 2 are tabulated in Table 4. The results of these computations show that forest dislocations and precipitates created in the alloys during irradiation were the major contributors (\( \approx 90\% \)) to the increase of yield stress. In the case of the V-15Cr-5Ti and V-20Ti alloys irradiated to 84 dpa, forest dislocations contributed \( \approx 60\% \) to the increase of yield stress, whereas precipitates contributed \( \approx 30\% \). Voids in the irradiated alloys contributed relatively small amount (\( < 15\% \)) to the increase of yield stress. The total increase of yield stress for irradiated alloys that was calculated by the use of Eq. (2), and the increase of yield stress determined for these irradiated alloys on tensile testing, are also listed in Table 4. The computed increase of yield stress values (\( \Delta \sigma_{TEM} \)) derived from TEM observations and use of \( \alpha_\rho, \beta_{\rho p}, \) and \( \gamma = 0.28 \) in Eq. (2) for the V-15Cr-5Ti, V-10Cr-5Ti, and V-3Ti-1Si alloys were in good agreement with the increase of yield stress values (\( \Delta \sigma_{TEN} \)) determined from tensile testa (Table 4, Fig. 9). However, in the case of the V-15Ti-7.5Cr and V-20Ti alloys, the \( \Delta \sigma_{TEM} \) values were substantially higher than the \( \Delta \sigma_{TEN} \) values. A better agreement between the \( \Delta \sigma_{TEM} \) and \( \Delta \sigma_{TEN} \) values for these alloys was achieved by use in Eq. (2) of \( \alpha_\rho, \beta_{\rho p}, \) and \( \gamma = 0.04 \) (Table 4, Fig. 9).
Table 2. Irradiation-Produced Defect Size and Concentration

<table>
<thead>
<tr>
<th>Alloy</th>
<th>dpa</th>
<th>dV (nm)</th>
<th>NV (m⁻³)</th>
<th>pd (m⁻²)</th>
<th>Type</th>
<th>dp (nm)</th>
<th>Np (m⁻³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V-15Cr-5Ti</td>
<td>21</td>
<td>12</td>
<td>1.4 x 10¹⁸</td>
<td>3.2 x 10¹⁴</td>
<td>I</td>
<td>4</td>
<td>9 x 10²⁰</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>29</td>
<td>8.5 x 10¹⁸</td>
<td>4.0 x 10¹⁴</td>
<td>I</td>
<td>4</td>
<td>4 x 10²¹</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>63</td>
<td>1.2 x 10¹⁰</td>
<td>4.8 x 10¹⁴</td>
<td>I</td>
<td>4</td>
<td>4 x 10²¹</td>
</tr>
<tr>
<td>V-10Cr-5Ti</td>
<td>44</td>
<td>57</td>
<td>5.1 x 10¹⁸</td>
<td>3.1 x 10¹⁴</td>
<td>I</td>
<td>5</td>
<td>9 x 10²⁰</td>
</tr>
<tr>
<td>V-3Ti-1Si</td>
<td>44</td>
<td>25</td>
<td>1.1 x 10⁹</td>
<td>1.5 x 10⁴</td>
<td>I</td>
<td>5</td>
<td>1 x 10¹⁰</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>46</td>
<td>9.8 x 10¹⁹</td>
<td>1.7 x 10¹⁴</td>
<td>I</td>
<td>5</td>
<td>9 x 10²⁰</td>
</tr>
<tr>
<td>V-15Ti-7.5Cr</td>
<td>44</td>
<td>165</td>
<td>1.7 x 10¹⁹</td>
<td>1.4 x 10¹⁴</td>
<td>I</td>
<td>7</td>
<td>3 x 10⁹</td>
</tr>
<tr>
<td></td>
<td>87</td>
<td>177</td>
<td>2.6 x 10¹⁹</td>
<td>1.4 x 10¹⁴</td>
<td>I</td>
<td>7</td>
<td>3 x 10⁹</td>
</tr>
<tr>
<td>V-20Ti</td>
<td>44</td>
<td>39</td>
<td>1.1 x 10⁹</td>
<td>7.6 x 10¹³</td>
<td>I</td>
<td>4</td>
<td>5 x 10²⁰</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>46</td>
<td>1.2 x 10⁹</td>
<td>6.4 x 10¹³</td>
<td>I</td>
<td>4</td>
<td>2 x 10²⁰</td>
</tr>
</tbody>
</table>

Fig. 6. Dependence of dislocation density in vanadium alloys on irradiation damage.
Table 3. Swelling of Irradiated Vanadium Alloys

<table>
<thead>
<tr>
<th>Alloy</th>
<th>dpa</th>
<th>( \Delta V/V_0 ) (%)</th>
<th>Density ((D_{irr}/D_0)/D_0) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V-15Cr-5Ti</td>
<td>21</td>
<td>&lt;0.1</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>&lt;0.1</td>
<td>0.3-1.9</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>2.0</td>
<td>1.7-2.6</td>
</tr>
<tr>
<td>V-10Cr-5Ti</td>
<td>44</td>
<td>&lt;0.1</td>
<td>0.7-1.8</td>
</tr>
<tr>
<td>V-3Ti-1Si</td>
<td>44</td>
<td>&lt;0.1</td>
<td>0.2-0.7</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>0.5</td>
<td>0.5-0.8</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>V-15Ti-7.5Cr</td>
<td>44</td>
<td>4.0</td>
<td>2.1-4.6</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>7.5</td>
<td>7.3-9.3</td>
</tr>
<tr>
<td>V-20Ti</td>
<td>21</td>
<td>&lt;0.1</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>&lt;0.1</td>
<td>-0.1-2.1</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>&lt;0.1</td>
<td>-0.1-0.2</td>
</tr>
</tbody>
</table>

DISCUSSION OF RESULTS

The TEM observations of microstructures in V-15Cr-5Ti, V-15Ti-7.5Cr, V-20Ti, and V-3Ti-1Si alloys after neutron irradiation at 600°C to 21-84 dpa have shown those features, i.e., forest dislocations, precipitates, and voids, that contributed to the increase of yield stress and swelling of the alloys. An evaluation of the dislocation density, precipitate number density and size, and void number density and size in the microstructures, together with computations of the increase of yield stress and swelling, has shown significant agreement with the increase of yield stress determined from tensile tests and determinations of change in density for these irradiated...
Fig. 8. Precipitates pinned or ‘wrapped' with dislocations in V–20Ti alloy after irradiation at 600°C to 44 dpa.

### Table 4. Increase of Yield Stress for Irradiated Alloys

<table>
<thead>
<tr>
<th>Alloy</th>
<th>dpa</th>
<th>Voids ΔσV (MPa)</th>
<th>Dislocations ΔσD (MPa)</th>
<th>Precipitates ΔσP (MPa)</th>
<th>Total ΔσTEM (MPa)</th>
<th>Total ΔσTEN (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dislocation Interaction Parameter = 0.28</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V–15Cr–5Ti</td>
<td>21</td>
<td>2</td>
<td>105</td>
<td>I</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>3</td>
<td>118</td>
<td>I</td>
<td>24</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>17</td>
<td>129</td>
<td>II</td>
<td>44</td>
<td>221</td>
</tr>
<tr>
<td>V–10Cr–5Ti</td>
<td>44</td>
<td>3</td>
<td>104</td>
<td>II</td>
<td>20</td>
<td>200</td>
</tr>
<tr>
<td>V–3Ti–1Si</td>
<td>44</td>
<td>3</td>
<td>72</td>
<td>III</td>
<td>13</td>
<td>166</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>13</td>
<td>77</td>
<td>III</td>
<td>12</td>
<td>158</td>
</tr>
<tr>
<td>V–15Ti–7.5Cr</td>
<td>44</td>
<td>10</td>
<td>70</td>
<td>II</td>
<td>17</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>13</td>
<td>70</td>
<td>III</td>
<td>3</td>
<td>-17</td>
</tr>
<tr>
<td>V–2Ti</td>
<td>21</td>
<td>8</td>
<td>51</td>
<td>III</td>
<td>12</td>
<td>109</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>4</td>
<td>51</td>
<td>III</td>
<td>9</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>4</td>
<td>47</td>
<td>III</td>
<td>9</td>
<td>77</td>
</tr>
<tr>
<td><strong>Dislocation Interaction Parameter = 0.04</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V–15Ti–7.5Cr</td>
<td>44</td>
<td>1</td>
<td>10</td>
<td>III</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>2</td>
<td>10</td>
<td>III</td>
<td>1</td>
<td>-17</td>
</tr>
<tr>
<td>V–20Ti</td>
<td>21</td>
<td>1</td>
<td>7</td>
<td>III</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>1</td>
<td>7</td>
<td>III</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>1</td>
<td>7</td>
<td>III</td>
<td>4</td>
<td>13</td>
</tr>
</tbody>
</table>
alloys. A significant result obtained from these analyses and computations was the contributions of forest dislocations, precipitates, and voids to the increase of yield stress. In the case of the V-15Cr-5Ti and V-20Ti alloys irradiated to 84 dpa, forest dislocations contributed ~60% to the increase of yield stress, whereas precipitates contributed ~30%. Voids in the irradiated alloys contributed a relatively small amount (<15%) to the increase of yield stress.

It is generally recognized that production of forest dislocations, precipitates, and voids in a material on irradiation are inextricably related and that increase of yield stress (0.2% strain) for an irradiated material is determined by initiation of dislocation glide and by the resistance presented to dislocation movement through these microstructural "barriers." However, it is our view that the composition of radiation-produced precipitates and the crystallographic compatibility, i.e., coherency or noncoherency, of the radiation-produced precipitates with the alloy lattice basically governs evolution of the alloy microstructures and the forest dislocation density on irradiation. We have tentatively concluded on the basis of the TEM observations that Type II radiation-produced precipitates in V-3Ti-1Si, V-15Cr-5Ti, and V-10Cr-5Ti alloys were coherent with the alloy lattice, whereas Type III precipitates in V-3Ti-1Si, V-20Ti, and V-15Ti-7.5Cr alloys were noncoherent. The experimental results obtained by Bohm suggest that precipitates in unirradiated V-3Ti-1Si, V-15Cr-5Ti, and V-10Cr-5Ti alloys should be coherent in the alloy lattice, whereas precipitates in the V-20Ti alloy should be noncoherent with the alloy lattice. Also, Loomis et al. have shown clear evidence, i.e., strain-field contrast in TEM microstructures, for coherent precipitates in ion-irradiated V-5Ti and V-15Cr-5Ti alloys. Type I precipitates are expected to be coherent with the alloy lattice because of their small size. It might be expected in the absence of other contributing factors that the forest dislocation density in the irradiated alloys would be essentially equivalent because, for a given radiation damage level, the number of vacancy and interstitial defects produced in the irradiated alloys in the present study was similar and the number density of dislocations in the alloys before irradiation can be assumed to have been nearly equal. This was not the case, however, because it was determined that the dislocation density in the V-15Cr-5Ti alloy was ~2x the density in V-3Ti-1Si and V-15Ti-7.5Cr alloys and ~6x the density in V-20Ti alloy, even though the forest dislocation density in the irradiated alloys obtained a saturation level at 20-40 dpa irrespective of their dislocation density. Therefore, we suggest that the difference in observed density of forest dislocations in the alloys and consequently their different irradiation hardening, i.e., increase of yield stress, is attributable to coherence or noncoherence of irradiation-produced precipitates in the alloys.
The V-15Cr-5Ti, V-10Cr-5Ti, V-3Ti-1Si, and V-20Ti alloys were resistant to void formation and growth during neutron irradiation ($\Delta V/V_0 < 0.1\%/dpa$). Loomis et al. attributed the inhibition of void formation in V-Ti and V-Ti-Cr alloys on ion irradiation to the formation of $\text{Ti}_3\text{O}$ precipitates that can incorporate vacancy defects in the precipitate structure of this titanium oxide.\(^9\) Vacancy-Ti complexes are believed to form during irradiation, diffusing and agglomerating into $\text{Ti}_3\text{O}$ precipitates. Experimental evidence confirming this mechanism of inhibition of void swelling may have been observed by Ohnuki, et al.\(^10\) in TEM microstructures (Fig. 8) for neutron-irradiated V-10Ti alloy. It is suggested that a temperature excursion of $+206^\circ\text{C}$ (50 min duration) during irradiation at 600°C to 14 dpa rendered visibility to vacancy clusters in the titanium oxide precipitate that would otherwise not be visible. The exceptional resistance to void swelling during neutron irradiation of V-20Ti alloy ($\Delta V/V_0 < 0.01\%/dpa$) in comparison to V-3Ti-1Si and V-15Cr-5Ti alloys may be attributed to the higher solubility of oxygen in the V-20Ti alloy.\(^11\) The exceptionally high void swelling of the V-15Ti-7.5Cr alloy is believed due to the composition and/or crystallographic structure of the irradiation-produced precipitates that did not incorporate vacancy defects.

The effect of neutron irradiation on ductility, i.e., uniform and/or total elongation, of the neutron-irradiated vanadium alloys is essentially understandable in consideration of the results obtained from analyses of the TEM microstructures and computations of increase of yield stress. The increase of yield stress values (Fig. 9, Table 4) for the irradiated alloys suggests that the effect of neutron irradiation on ductility of V-15Ti-7.5Cr and V-20Ti alloys should be less than for the V-3Ti-1Si, V-15Cr-5Ti, and V-10Cr-5Ti alloys. If uniform elongation data for the irradiated alloys are considered, this is indeed the case except for the V-15Ti-7.5Cr alloy irradiated to 87 dpa.\(^1\) The low ductility in this latter case is attributed to the inability of the tensile specimen to withstand crack propagation in a matrix containing large-diameter voids ($\Delta V/V_0 = 8\%$). These results suggest that vanadium alloys can undergo void swelling of 54% without significant impact on the tensile properties during neutron irradiation.

CONCLUSIONS

Analyses of TEM microstructures for V-15Cr-5Ti, V-10Cr-5Ti, V-15Ti-7.5Cr, V-20Ti, and V-3Ti-1Si alloys after neutron irradiation at 600°C to 21-84 dpa, together with computations of the increase of yield stress from these analyses, have shown that forest dislocations and radiation-produced precipitates are major contributors to the increase of yield stress determined for these alloys on tensile testing.

The irradiation hardening of neutron-irradiated V-Ti and V-Ti-Cr alloys is dependent on Ti concentration that may be attributed to coherence or noncoherence of radiation-produced precipitates.

The inhibition of void swelling of neutron-irradiated V-Ti and V-Ti-Cr alloys by Ti may be attributed to formation of titanium oxide superstructures that can incorporate vacancy defects. V-Ti and V-Ti-Cr alloys can undergo void swelling of 4-9% without significant impact on tensile properties.

FUTURE WORK

The composition and crystallographic structure of precipitates in unirradiated and neutron-irradiated V-Ti, V-Ti-Cr, and V-Ti-Si alloys will be determined from TEM observations and use of EDXS and EELS techniques.
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6.4 Copper Alloys
STRENGTH AND FATIGUE OF DISPERSION-STRENGTHENED COPPER — T. J. Miller (Auburn University), S. J. Zinkle (Oak Ridge National Laboratory), and B. A. Chin (Auburn University)

OBJECTIVE

To measure the tensile and fatigue properties of a commercial high-conductivity dispersion-strengthened copper alloy over the temperature range of 20 to 600°C in order to assess its suitability for fusion applications.

SUMMARY

The tensile and fatigue properties of cold-worked copper and a commercial Cu-Al2O3 dispersion-strengthened alloy were measured at temperatures between 25 and 600°C. The GLIDCOP Al-15 alloy, which contains 0.15 wt % Al in the form of Al2O3 particles, exhibited a significantly higher tensile and fatigue strength than copper under all test conditions. The mechanical properties of this alloy appear to be suitable for high-strength, high-conductivity alloy applications in fusion reactors.

1. Introduction

High-strength, high-conductivity copper alloys have a number of potential applications in magnetic fusion reactors. The unique combination of high electrical conductivity and high strength makes this class of materials an ideal choice for high-field normal conducting magnets. In addition, their strength and high thermal conductivity are well suited for high heat flux applications such as the structural material for divertors or limiters. The anticipated operating environment includes temperatures from 77 to 725 K, stresses of 200 MPa or higher, and desired fatigue lifetimes up to 10^8 cycles. Oxide dispersion-strengthened copper is preferred over precipitation-strengthened copper for most fusion applications due to its superior void swelling resistance and its high softening (recrystallization) temperature. The useful operating temperatures for most precipitation-strengthened coppers is limited to <300°C due to radiation-enhanced recrystallization effects. Another advantage associated with the high recrystallization temperature of dispersion-strengthened copper is that brazing can be performed without a degradation in strength.

GLIDCOP Al-15 is a commercially available dispersion-strengthened copper produced from a dilute copper-aluminum powder (0.15 wt % Al) that has been internally oxidized and hot extruded, resulting in small (~10 nm diameter) particles of Al2O3 in a pure copper matrix. The room temperature electrical and thermal conductivity of Al-15 is ~92% that of pure copper. Dispersion-strengthened copper has been selected for the toroidal field magnets of the proposed Compact Ignition Tokamak (CIT), and is the reference copper alloy for the International Thermonuclear Experimental Reactor (ITER) divertor assembly.

This report describes the tensile and fatigue properties of GLIDCOP Al-15 from room temperature to 600°C in order to assess the suitability of this alloy for the proposed CIT and ITER applications. Measurements were also made on 10% cold-worked copper for comparison.

2. Experimental Procedure

Tensile and fatigue tests were performed on miniature sheet tensile specimens corresponding to the SS-1 geometry. The SS-1 specimen has an overall length of 44.5 mm and a gage section that is 20.3 mm long, 1.52 mm wide, and 0.76 mm thick. Pure copper sheet specimens obtained from Johnson Matthey were cold rolled from 2.5 to 0.84 mm and then re-crystallized by annealing in air at 400°C for 1 h. The sheet was then cold rolled an additional 10% to produce a final thickness of 0.76 mm and specimens were machined into the SS-1 geometry. The GLIDCOP Al-15 was obtained in extruded bar form which had been directionally cold worked (~90%) and was coated with a copper cladding due to the extrusion process. The cladding was removed using electrodischarge machining (EDM) and sheets were cut using the same process. SS-1 specimens were then machined from the sheets with the gage length parallel and transverse to the cold-worked direction.

Tensile tests were conducted in a vacuum chamber on a 120 kN Instron, closed loop, servo-hydraulic materials test machine at a crosshead speed of 0.0085 mm/s. Tests were performed at temperatures ranging from ambient to 600°C. The specimens were held at the test temperature for 0.5 h before the start of the test.

A commercial fatigue machine was modified at Auburn University to test miniature sheet specimens in a pure bending mode. The basic concept of the apparatus is a cantilever beam with a cyclic load applied to the free end. Strain gages attached to the machine produce a signal which is used to calculate the stress at the surface from the bending moment. All of the fatigue specimens failed at the axial position corresponding to the maximum calculated stress.
Longitudinal specimens for fatigue testing were mechanically polished and then electropolished using a 67% methanol-33% nitric acid solution to produce a defect-free surface. This is an important step for fatigue tests since surface flaws are a source of crack initiation which may result in shorter fatigue life. The specimens were tested in a plane bending mode using a constant strain amplitude during the test (minimum to maximum stress ratio of \( R = 0 \)) and a cycle frequency of 10 Hz. Elevated-temperature fatigue tests were performed at 600°C in flowing argon gas. For the 600°C fatigue tests, the initially applied maximum stress exceeded the yield stress for fatigue lifetimes up to \( 1.5 \times 10^6 \) cycles. It was assumed for these high-temperature specimens that thermal creep associated with the plastic deformation caused the specimens to bend to a new equilibrium position near the midpoint of the deflection range (i.e., the stress ratio changed to \( R = -1 \)). All tests performed in the future will be set up with a stress ratio of \( R = -1 \) to avoid this complication.

3. Results and Discussion

3.1 Tensile Tests

The yield strength versus temperature results for both copper and GLIDCOP are shown in Fig. 1. The GLIDCOP specimens were tested in both the longitudinal and transverse directions. The strength in the two directions was comparable (Fig. 1). The room temperature yield strength of GLIDCOP (330 MPa) was higher than that of copper (210 MPa), and remained higher at all temperatures. The GLIDCOP yield strength decreased gradually with temperature, whereas the pure copper had a more abrupt decrease in the curve at around 400°C. This is due to the recrystallization of copper. After recrystallization, the strength of copper is very low compared to its original (room temperature) value. This limits structural applications for copper to temperatures which do not exceed the recrystallization temperature. GLIDCOP, on the other hand, does not recrystallize until temperatures near the melting temperature since the alumina particles inhibit dislocation movement.

The ultimate tensile strength versus temperature for copper and GLIDCOP is shown in Fig. 2. Again, the GLIDCOP shows greater strength at all temperatures. Tensile tests performed on GLIDCOP along the transverse axis produced results close to that of the cold-worked direction (Fig. 2), indicating that there is little effect of directionality on the tensile properties.

The elongation to failure of the GLIDCOP specimens was -16% at all temperatures. The corresponding total elongation in the copper specimens varied from -20% at room temperature to -50% at 600°C, where the increased ductility at high temperatures may be attributed to recrystallization effects. The uniform elongation of the GLIDCOP decreased from 10% to -2.5% as the test temperature increased from 25 to 600°C.

3.2 Fatigue Tests

The results of the room temperature fatigue tests are shown in Fig. 3, where the data are plotted in the form of maximum applied tensile stress \( S \) versus the number of cycles to failure \( N \). Both \( S/N \) curves exhibit the typical shape expected for nonferrous materials, where the fatigue strength decreases gradually with increasing cycles but does not reach a true fatigue limit. The fatigue strength in the low
There is only one known measurement of the fatigue properties of GLIDCOP A1-15, which was performed by the manufacturer at room temperature on 94% cold-worked rod. Their measurements, obtained in a cantilever beam rotating-bending mode at a frequency of 167 cycles/s, showed uniformly higher fatigue strength (by 15 to 20%) compared to the present results. Other studies have shown that the rotating bending fatigue test can overestimate the fatigue strength due to dynamic hysteresis effects which cause the true stress to be less than the nominal stress. More likely, the fatigue stress differences may be due to the higher starting yield strength of the GLIDCOP in the previous study (470 vs 330 MPa due to a higher amount of cold work). The higher frequency associated with the previous study (167 vs. 10 Hz) should also produce a higher measured fatigue strength. There are no known previous fatigue measurements of GLIDCOP at elevated temperatures. Further tests with a stress ratio of \( R = -1 \) are needed to confirm the present results.
4. Summary and Conclusions

Measurements on the tensile and fatigue properties of GLIDCOP Al-15 dispersion-strengthened copper indicate that this alloy shows good mechanical stability in the temperature range of 25 to 600°C. The measurements indicate that GLIDCOP Al-15 is suitable for many of the proposed applications in fusion reactors requiring high-strength, high-conductivity materials (including CIT and ITER). Applications which demand very high strengths may require the use of higher strength Cu-Al2O3 alloys, such as GLIDCOP Al-25 or Al-60 (0.25 and 0.6 wt % Al, respectively).

FUTURE WORK

The tensile and fatigue properties of GLIDCOP specimens brazed with conventional and induction furnaces will be measured and evaluated.
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UNUSUAL TENSILE AND FRACTURE BEHAVIOR OF PURE COPPER AT HIGH LEVELS OF NEUTRON-INDUCED SWELLING

K. R. Anderson, University of Illinois; F. A. Garner, Pacific Northwest Laboratory; J. F. Stubbins, University of Illinois

SUMMARY

The most common measures of ductility are uniform and total elongation and reduction of area. Pure copper in the unirradiated state exhibits large amounts of both measures of ductility along with a serpentine glide fracture morphology. After irradiation at 411-414°C with fast neutrons to 34 or 50 displacements per atom (dpa), the tensile and fracture behavior change greatly. Significant uniform elongation is retained but the reduction of area is very small.

Such a unilateral shift between macroscopic measures of ductility is unusual. The fracture surface is also unusual and reflects not only the influence of the large swelling levels attained during irradiation but also the distribution of swelling near grain boundaries. The unique fracture mode in highly voided copper appears to enhance susceptibility to crack propagation and sudden failure without necking, even though the material exhibits a significant level of uniform elongation prior to failure.

OBJECTIVE

The object of this effort is to provide data on the performance of copper alloys during irradiation at high temperatures.

PROGRESS AND STATUS

Introduction

Copper alloys are candidates to serve as high heat flux components in future fusion energy devices. In this role they must be exposed to large levels of neutron displacement damage and temperatures as high as 500°C under some conditions. Since copper and most of its alloys do not maintain sufficient mechanical strength at such high temperatures, this requires the use of innovative designs or development and use of new copper alloys.

To address this need a series of both exploratory and focused irradiation experiments were conducted by Pacific Northwest Laboratory on a wide variety of copper alloys in the Materials Open Test Assembly (MOTA) to 16-100 dpa. This device operates in the Fast Flux Test Facility (FFTF) in Richland, WA. These studies confirmed the conclusion of several earlier low fluence (<15 dpa) studies conducted at 385°C in EBR-II that internally oxidized dispersion strengthened copper-alumina alloys retained much of their strength and were very resistant to void swelling.

However, some proposed designs envision that diverters might be constructed from relatively pure copper, supported by a network of components constructed from dispersion strengthened alloys. The pure copper is not resistant to swelling, however, and there is some concern that void swelling will change its thermal conductivity and mechanical properties. To address this possibility, the swelling, tensile properties and fracture behavior of pure copper were studied using specimens irradiated at 411-414°C in FFTF to doses of 5.6 and 8.2 x 10²⁶ n/m² (E>0.1MeV) or 34 and 50 dpa, respectively.

EXPERIMENTAL DETAILS

Two types of specimens were utilized in this study. Miniature tensile specimens and 3mm TEM disks were fabricated from 0.01 in. thick sheet of marz grade copper (99.999%) using a commercial hand operated press and conventional tool steel die sets. The dimensions of the miniature tensile specimens are shown in Figure 1. The punching operation sometimes produced a slight deformation burr on the specimen edge which was subsequently removed by lightly sanding on 600 grit SiC grinding paper. Both specimen types were permanently identified by laser engraving with both a material and irradiation code. Codes were placed on the tabs of the miniature tensile specimens and on the circumference of one face of the TEM disks. Laser engraving constituted the final step in the specimen fabrication process prior to annealing in argon at 450°C for 15 minutes. Some specimens were also aged at 420°C for 1026 hrs. to ascertain whether significant changes in tensile properties would result purely from the high temperature exposure. While this is an important consideration for solute-bearing or cold worked alloys, it was not anticipated that much change would occur in already fully annealed copper.

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RLO 1830.
Specimens were irradiated in several sealed helium-filled subcapsules at $1.5 \times 10^{-5}$ dpa/s with the temperature actively controlled within $\pm 5^\circ$C. After irradiation, density measurements were conducted on two identical TEM specimens at each irradiation condition using an immersion density technique with an accuracy of $\pm 0.16\%$ volume change.

The tensile properties of unirradiated, thermally aged and irradiated miniature tensile specimens were determined at room temperature using a screw-driven precision horizontal tensile testing frame specifically designed for testing miniature sheet type specimens. The properties determined were the 0.2% offset yield strength, ultimate tensile strength, fracture strength, uniform elongation, and total elongation. Prior to testing, the thickness of each specimen was measured using a micrometer. The error associated with the thickness measurement was $\pm 0.0025$ mm. All testing was performed at room temperature ($24^\circ$C) at a crosshead velocity of $2.4 \times 10^{-6}$ m/sec which corresponds to a strain rate of $4.1 \times 10^{-4}$ sec$^{-1}$ for these miniature specimens.

Fractography was performed using a JEOL JSM 35C scanning electron microscope (SEM). Fracture surfaces required examination soon after tensile testing due to rapid formation of an oxide layer which obscured detail at magnifications over approximately 1000x. This was determined by comparing the resolution obtainable on new fracture surfaces, and that of slightly oxidized fracture surfaces.

Results

Swelling and tensile properties of the various specimens tested are listed in Table 1. Tensile curves are shown in Figure 2. Prior to irradiation, copper exhibited tensile properties which would be expected for a nominally pure FCC metal. It possessed an ultimate tensile strength of 170 MPa combined with a large uniform and total elongation. As shown in Figure 3 the reduction of area of the specimens was nearly 100%. The fracture surfaces, shown in Figure 4 were composed of wavy slip steps and ripples characteristic of a serpentine glide failure mechanism. Surprisingly, there were significant differences in the tensile behavior of the annealed and the aged specimens, with different yield strengths, hardening curves, uniform elongation and especially total elongation. The reasons for this difference in behavior have not yet been determined.

After irradiation, significant changes did occur in the mechanical properties and fracture morphology, as shown in Figures 5-8. These changes arise primarily from the strong influence of void swelling, which was $-18\%$ at 34 dpa and $-29\%$ at 50 dpa. Both the yield and ultimate tensile strengths were found to decrease whereas the fracture strength increased greatly with increasing displacement damage. Surprisingly, the uniform elongation remained large but the reduction of area was almost 0%, as shown by the fracture surfaces in Figures 5 and 7.

The fracture morphology on a microscopic scale is unusual and reflects the influence of the high void swelling levels attained in these specimens. Note in Figure 5, and even more distinctly in Figure 8, that the fracture surfaces appear to be composed of two distinct types of regions. These are somewhat irregular transgranular surfaces with dimples of one size distribution and also relatively flat regions whose surfaces are populated by what appears at first glance to be much larger dimples. (As we will show later, these are grossly deformed voids). As swelling increases the latter type of region becomes more dominant. Note also that occasionally there are abrupt changes in the level of these flat surfaces. The grain boundary areas were found to be denuded of voids and where they were parallel to the tensile axis of the specimen the grain boundary regions were distorted to form "knife-edge" ridges which extended well above the fracture surface.
FIGURE 2. Tensile Behavior Observed in this Study, Showing Significant Uniform Elongation Combined with an Extreme Loss in Necking Ability Following Irradiation

FIGURE 3. Both Fracture Surfaces of an Unirradiated Copper Specimen Showing ~100% Reduction of Area

The flat regions observed on the fracture surfaces might be mistaken for transgranular fracture caused by flow localization. However, when looking at the extreme vertical microplastic deformation present in the material between voids, (shown in Figure 8), it is obvious that the singularly crystallographic, flat cleavage morphology associated with flow localization is not present. The large faceted features on this surface arise from deformation of the material between voids, where the boundary of each void is drawn out until it meets that of its neighbors, producing a honeycomb appearance of the fractured void array surface. One undistorted face of each original void is usually visible in the bottom of each honeycomb segment. These void faces are always parallel to the overall flat fractured surface.

On both the planar surfaces and the rougher transgranular surfaces SEM observation of fractured voids showed the void shape to be the same as that determined by English and coworkers' using transmission electron microscopy: octahedrons bounded by (111) planes having substantial (110) planar truncations. Observation of the base, walls, and fracture lips of the honeycomb units on several planar fracture surfaces leads to the conclusion that the void arrays fractured parallel to (111) planes.
TABLE 1
Swelling and Average Tensile Properties of Miniature Copper Specimens

<table>
<thead>
<tr>
<th>Condition</th>
<th>Yield Strength (0.2% offset) MPa</th>
<th>Ultimate Tensile Strength MPa</th>
<th>Fracture Strength MPa</th>
<th>Uniform Elongation (%)</th>
<th>Total Elongation (%)</th>
<th>Swelling' (\Delta V/V_0,%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unirradiated</td>
<td>74.7</td>
<td>170.6</td>
<td>4.5</td>
<td>23.2</td>
<td>29.0</td>
<td>0</td>
</tr>
<tr>
<td>Aged 420°C, 1026 hrs.</td>
<td>70.5</td>
<td>170.6</td>
<td>2.1</td>
<td>16.7</td>
<td>20.8</td>
<td>0</td>
</tr>
<tr>
<td>34 dpa, 414°C</td>
<td>64.0</td>
<td>116.1</td>
<td>103.4</td>
<td>9.7</td>
<td>10.1</td>
<td>17.1, 18.3*</td>
</tr>
<tr>
<td>50 dpa, 411°C</td>
<td>63.0</td>
<td>131.2</td>
<td>119.7</td>
<td>14.7</td>
<td>15.0</td>
<td>28.3, 30.2*</td>
</tr>
</tbody>
</table>

+ % swelling = \((\% \text{ density change})/[(1-\% \text{ density change})]\).

* Density measurements were made on two separate TEM specimens and demonstrate a moderately small amount of variability in measured swelling.

Discussion

Within the limited accuracy of these small specimens, the tensile data suggest that the yield strength might, and the ultimate tensile strength most definitely does drop with accumulated swelling. Conventional wisdom would suggest that both swelling and the \(-0.4\%\) of nickel and \(-0.15\%\) of zinc formed at 50 dpa by transmutation should strengthen the materials. This apparent drop arises primarily due to the decrease in the load-bearing area due to swelling. For 29% swelling this corresponds to an \(-18\%\) increase in area. Nine percent was already taken into account by measuring the actual specimen thickness, leaving another nine percent in width that was not taken into account. When measuring strength, it is not important to measure the increased gauge length because we are concerned with cross sectional area. Interestingly, it is also not important to measure the increased gauge length for comparisons of elongation measurements. This is due to a consequence of Barba's law which states that different-sized but geometrically similar specimens will yield the same elongation values.

The observed decrease in reduction of area was also noted by Livak and coworkers, although it was not as prominent at the lower dose levels of 3 and 15 dpa of that study where swelling was 1.9% and 6.8%, respectively. The pronounced loss of macroscopic reduction in area is compensated on a microscopic scale by an exceptional reduction of area between void surfaces and in the unvoided material adjacent to grain boundaries.

The mechanisms producing the observed behavior are thought to arise not only as a consequence of large levels of void swelling but also as a consequence of its distribution. It is well known that in irradiated pure metals such as copper and nickel that there is usually a zone denuded of voids and dislocation loops on both sides of grain boundaries, reflecting the efficiency of such boundaries in absorbing both the vacancies and interstitials produced during irradiation. There is also a tendency for the denuded zone to be bounded by a zone of enhanced swelling relative that of the matrix. A recent example is shown in the work of Zinkle and Farrell. It has been shown that void swelling of pure copper at 32-34 dpa is reduced from \(-30\%\) to \(-1.5\%\) when the irradiation temperature is 529°C instead of 414°C. Therefore it is expected that the unusual fracture behavior observed here will not develop as quickly at temperatures well above 400°C. Zinkle and Farrell have shown, however, that void swelling in copper occurs in a temperature regime reaching as low as \(-182\°C.\)
FIGURE 4. Fracture Surface of Unirradiated Copper, Showing Wavy Slip and Ripples Characteristic of a Serpentine Glide Fracture Mechanism
FIGURE 5. Fracture Surfaces of Copper Irradiated at 414 ± 5°C to 34 dpa. The swelling level is -18%
FIGURE 6. Higher Magnification Fractographs of 34 dpa Specimens
FIGURE 7. Fracture Surfaces of Copper Irradiated at 411 ± 5°C to 50 dpa. The swelling level is -29%. Note in 7c the sudden jumps in level of the planar fracture surfaces.
FIGURE 8. Higher Magnification Fractographs of 50 spa Specimens. Note two different types of fracture surface, each with different size void-like features. Note both jumps in planar fracture surfaces and "knife-edge" distortion of void-free zones at grain boundaries.
This suggests that a similar behavior will occur at temperatures well below 400°C. It may be even more pronounced, however, since denuded zones generally decrease in width at lower temperatures and swelling may be greater for the same damage level (dpa).

There exists several distinct ideas of what constitutes ductility in metals. In general, there are two major working definitions of ductility. The first is the ability of a metal to undergo homogeneous deformation such as that encountered in rolling or other metal forming operations. The second is the ability of a metal to flow plastically under localized loading; primarily involving crack propagation (fracture mechanics) considerations. The two most common measures of ductility are uniform elongation and reduction of area of specimens during a tensile test. Uniform elongation tends to correlate well with homogeneous deformation whereas reduction of area shows good correlation with crack propagation (fracture mechanics) considerations. Most metals tend to exhibit nearly equal amounts of both measures of ductility. It is very unusual for a metal to exhibit one measure of ductility without also exhibiting the other. In highly irradiated copper, however, there exists a substantial uniform elongation combined with an extremely minimal reduction of area. This unusual combination of properties has several important implications for copper in nuclear applications.

The practice of utilizing copper, or solid solution strengthened copper alloys, as a brazing material for the more swelling-resistant dispersion strengthened coppers may not be advisable. Interfacial joints, such as those formed by brazing, are typically the weakest part of any component. Placing copper or solid solution strengthened copper at this inherently weak interface will exacerbate the problems normally encountered with brazed joints. Having irradiated, highly voided, crack-prone copper at an already weak interface is thus not a good idea. The volumetric expansion of an irradiated brazed copper joint, due to void swelling, may in itself be large enough to induce compressive loading on the joined components. This is particularly important in brazing alloys containing small amounts of silver. Silver additions have been shown to accelerate the neutron-induced swelling of copper.

CONCLUSIONS

Highly voided copper exhibits unusual tensile behavior and fracture morphology, with its most prominent feature being a substantial decrease in reduction of area at fracture. Fracture mechanics considerations must be thoroughly investigated when unalloyed copper is employed in high temperature radiation environments. The fracture mechanism producing this behavior appears to be a result not only of the high levels of swelling produced at high neutron-induced displacement doses and high temperatures, but particularly of the influence of its distribution especially in the vicinity of grain boundaries.
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6.5 Environmental Effects on Structural Alloys

OBJECTIVE

A major concern in fusion reactor design is possible hydrogen–isotope-induced embrittlement of structural alloys in the neutron environment expected in these reactors. The objective of this study was twofold: to examine the extent of H partitioning between vanadium alloys and flowing lithium and to provide experimental data for the development of an analytical model that will predict the effect of nonmetallic elements on the stability of vanadium alloys in lithium.

SUMMARY

Hydrogen fractionation occurs between lithium and various refractory metals according to a temperature-dependent distribution coefficient, $K_H$, that is defined as the ratio of the hydrogen concentration in the metallic specimen to that in the liquid lithium. In the present work, $K_H$ was determined for pure vanadium and several binary (V–10Cr, V–15Cr, V–5Ti, V–15Ti, V–20Ti, V–30Ti) and ternary alloys (V–10Cr–5Ti, V–15Cr–1Ti, V–15Cr–5Ti, V–3Ti–0.5Si), and the commercial Vanstar 7 (V–10Cr–3Fe–1Zr). Hydrogen distribution studies were performed in an austenitic steel forced-circulation lithium loop. Equilibrium concentrations of hydrogen in vanadium–base alloys exposed to flowing lithium at temperatures of 350 to 550°C were measured by inert gas fusion techniques and residual gas analysis. Thermodynamic calculations are consistent with the effect of chromium and titanium in the alloys on the resultant hydrogen fractionation. Experimental and calculated results indicate that $K_H$ values are very low; i.e., the hydrogen concentrations in the lithium-equilibrated vanadium-base alloy specimens are about two orders of magnitude lower than those in the lithium. Because of this low distribution coefficient, embrittlement of vanadium alloys by hydrogen in lithium would not be expected.

PROGRESS AND STATUS

Introduction and Background

Vanadium alloys such as V–5Cr–5Ti, V–5Ti, V–5Ti–1Si, and V–20Ti are attractive candidates for use as structural materials in fusion reactor blankets because of their excellent resistance to neutron radiation damage, low induced radioactivity, high strength at elevated temperatures, and favorable thermophysical properties. On the basis of extensive testing, they appear to exhibit the best combination of strength, ductile-brittle transition temperature (DBTT), swelling rate, and lithium dissolution rate for a structural material in a fusion reactor. Resistance to hydrogen embrittlement is another key issue; one potential contributor to hydrogen pickup is the transfer of hydrogen from the reactor coolant and breeder to the structural material.

Molten lithium has been proposed as both a coolant and breeder material because of its excellent heat transfer and tritium breeding characteristics. Local corrosion phenomena and mass- and interstitial-element transfer rates depend on the difference between the chemical activity of the alloy constituents in the structural material and that of lithium.

Understanding the parameters that affect the solubility and diffusivity of tritium in liquid lithium is important for evaluating the permeation and inventory of tritium in the blanket and for optimizing the tritium extraction process. Additionally, the issue of hydrogen-isotope-induced embrittlement is a major question for all structural alloys exposed to both the neutron environment expected in a fusion reactor and a lithium reactor coolant. In this paper, experimental data on the partitioning of hydrogen between lithium and candidate vanadium alloys are summarized and the significance of the experimental results for the fusion reactor environment is discussed.

Experimental Procedures

The compositions of the vanadium-base alloys in Table 1 were selected primarily because of their low neutron activation. Most of these alloys have been investigated with respect to compatibility with a lithium reactor coolant, yield strength before and after irradiation, swelling resistance, ductile-brittle transition temperature, and resistance to hydrogen, helium, and irradiation embrittlement.
Table 1. Chemical Composition of Vanadium and Vanadium-base Alloys

<table>
<thead>
<tr>
<th>Nominal Composition</th>
<th>ANL I.D.</th>
<th>Melt No.</th>
<th>Concentration (wt.%)</th>
<th>Concentration (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>BL-19</td>
<td>V6</td>
<td>...</td>
<td>&lt;5.0</td>
</tr>
<tr>
<td>V-10Cr</td>
<td>BL-35</td>
<td>ANL 35</td>
<td>9.5</td>
<td>340 45 120 &lt;50</td>
</tr>
<tr>
<td>V-15Cr</td>
<td>BL5</td>
<td>ANL 8</td>
<td>14.1</td>
<td>300 69 200 &lt;50</td>
</tr>
<tr>
<td>V-10Cr-5Ti1</td>
<td>BL-43</td>
<td>ANL 206</td>
<td>9.2 4.9</td>
<td>230 31 100 340 20</td>
</tr>
<tr>
<td>V-15Cr-5Ti1</td>
<td>BL-23</td>
<td>CAM-834</td>
<td>12.9 5.9 7.0</td>
<td>400 480 280 1200 50</td>
</tr>
<tr>
<td>V-15Cr-5Ti1</td>
<td>BL-24</td>
<td>ANL 101</td>
<td>13.5 5.2 33.6%</td>
<td>1190 360 500 390 &lt;30</td>
</tr>
<tr>
<td>V-15Cr-5Ti1</td>
<td>ANL 274</td>
<td></td>
<td>50.0</td>
<td>810 138 210</td>
</tr>
<tr>
<td>V-15Cr-5Ti1</td>
<td>v4</td>
<td>ANL 282</td>
<td>14.9 5.25</td>
<td></td>
</tr>
<tr>
<td>V-15Cr-1Ti</td>
<td>BL-26</td>
<td>ANL 26</td>
<td>14.1</td>
<td>560 86 140 &lt;50</td>
</tr>
<tr>
<td>V-3Ti-0.5Si1</td>
<td>BL-42</td>
<td>W8505</td>
<td>3.1 65.3%</td>
<td>580 190 140 5400 90</td>
</tr>
<tr>
<td>V-3Ti-0.5Si2</td>
<td>BL-27</td>
<td>ORNL 10837</td>
<td>... 3.1 8.0</td>
<td>210 310 310 2500 120</td>
</tr>
<tr>
<td>V-5Ti</td>
<td>BL-46</td>
<td>TW3 831</td>
<td>4.6</td>
<td>300 63 85 160</td>
</tr>
<tr>
<td>V-15Ti</td>
<td>BL-13</td>
<td>ANL 13</td>
<td>14.4</td>
<td>1580 370 440 205</td>
</tr>
<tr>
<td>V-20Ti1</td>
<td>BL-15</td>
<td>CAM-832</td>
<td>17.7 16.0</td>
<td>830 160 380 480 &lt;10</td>
</tr>
<tr>
<td>V-20Ti2</td>
<td>Inv#144</td>
<td>ANL 215</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>V-30Ti</td>
<td>Inv#5</td>
<td></td>
<td>...</td>
<td>1300</td>
</tr>
<tr>
<td>V-10Cr-3Fe-1Zr</td>
<td>BL-28</td>
<td>CAM-837</td>
<td>9.0</td>
<td>275 520 640</td>
</tr>
</tbody>
</table>

*Analyses were performed by the Analytical Department of the Teledyne Wah Chang Albany Co.

Due to material scarcity, it was not always possible to work with well-characterized material, thus necessitating use of four different melts of V-15Cr-5Ti, for example. In such cases, "-" indicates insufficient information, while "---" indicates element not present.

Hydrogen analyses were performed by residual gas analysis [9].

In the current study, hydrogen fractionation was investigated utilizing a diversity of specimen types and test conditions. Specimens examined included corrosion coupons, tensile specimens, and specimens designed specifically for this study with approximate dimensions of 19 x 10 x 0.9 mm. The specimens were either mechanically polished or left in "as received condition4 before exposure to lithium.

The hydrogen distribution tests were conducted in a forced-circulation lithium loop, using three test vessels and a secondary cold-trap purification system, constructed of Type 304 stainless steel. A description of the lithium test facility has been presented previously. The quantity of lithium in the loop was ~20 L, and the lithium was recirculated at ~1 L/min from the high-temperature to the low-temperature test vessel. As shown in Table 2, the cold trap was maintained at 220-202°C (23°C above the freezing temperature of lithium).

Table 2. Lithium Loop Operating Conditions for Various Hydrogen Distribution Tests

<table>
<thead>
<tr>
<th>Test Run</th>
<th>Test Vessel</th>
<th>Equilibration Vessel</th>
<th>Supply Vessel</th>
<th>Cold Trap</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>538</td>
<td>482</td>
<td>410</td>
<td>206</td>
</tr>
<tr>
<td>8</td>
<td>482</td>
<td>427</td>
<td>426</td>
<td>213</td>
</tr>
<tr>
<td>10</td>
<td>500</td>
<td>452</td>
<td>425</td>
<td>206</td>
</tr>
<tr>
<td>13</td>
<td>400</td>
<td>345</td>
<td>350</td>
<td>221</td>
</tr>
<tr>
<td>15</td>
<td>482</td>
<td>412</td>
<td>398</td>
<td>202</td>
</tr>
<tr>
<td>17</td>
<td>480</td>
<td>403</td>
<td>392</td>
<td>200</td>
</tr>
<tr>
<td>20</td>
<td>468</td>
<td>380</td>
<td>355</td>
<td>206</td>
</tr>
<tr>
<td>21</td>
<td>545</td>
<td>503</td>
<td>450</td>
<td>215</td>
</tr>
</tbody>
</table>
During Tests 6 and 8 (Table 3), the hydrogen partial pressure in lithium (PH₂) was monitored by a hydrogen activity sensor consisting of an alpha-iron membrane immersed in liquid lithium in the supply vessel. The ion pump was valved out and the hydrogen was allowed to diffuse into the manifold until equilibrium was attained. Equilibrium pressure was measured with a dual-range ionization gauge. The hydrogen concentration in the lithium-exposed specimens was also determined by inductively coupled plasma atomic emission spectroscopy. Lithium samples, withdrawn from the equilibration vessel and filtered through 5-μm metal frits, were analyzed for nitrogen, carbon, and trace metals. The carbon concentration was determined by the acetylene combustion method, and nitrogen concentration was determined by micro-Kjehldal nitrogen combustion. Trace metals were determined by inductively coupled plasma atomic emission spectroscopy. The procedure for lithium sampling and analysis has been described in more detail elsewhere.

Following exposure, the lithium was removed from the specimens by immersion in liquid NH₃ or in an alcohol mixture containing 50% ethyl alcohol and 50% methyl alcohol chilled to 5-10°C. This chemical dissolution procedure was strictly observed to avoid the introduction of hydrogen into the specimens. The hydrogen content in the specimens following lithium exposure was determined by one of three analytical methods (Table 4). Residual gas analysis (RGA) was the analytical technique preferred for hydrogen determination because of its nondestructive nature. Total hydrogen in the specimens after exposure to the lithium was determined from the PH₂ in the gaseous constituents that were evolved on heating a specimen at a rate of 15°C/min from 25°C to 1000°C. The PH₂ was determined by a quadrupole, partial-pressure, residual gas analyzer mounted in an ion-pumped vacuum system. The temperature of a specimen during heating was determined with a recording infrared pyrometer. The hydrogen concentration in the lithium-exposed specimens was also determined by the combustion technique in a purified argon environment at Teledyne Wah Chang with a LE CO Model RH-1 Hydrogen Determinator with 0.1-μg resolution (Analytical Technique 2, Table 4). Hydrogen analyses were also performed at Argonne National Laboratory using both vacuum fusion and inert gas fusion techniques. In both of the latter analytical techniques, the reference specimens were standardized with National Bureau of Standards calibrations.

Table 3. Chemical Composition of Lithium at Time of Test Runs

<table>
<thead>
<tr>
<th>Test Run</th>
<th>Lithium Flow Agea (x 10,000h)</th>
<th>Nonmetallic Concentration (wppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Nc</td>
</tr>
<tr>
<td>A, S</td>
<td>Receivedf</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>4.5617</td>
<td>51384</td>
</tr>
<tr>
<td>8</td>
<td>5.8800</td>
<td>59544</td>
</tr>
<tr>
<td>10</td>
<td>6.9756</td>
<td>69800</td>
</tr>
<tr>
<td>13</td>
<td>7.1040</td>
<td>70400</td>
</tr>
<tr>
<td>E</td>
<td>7.3835</td>
<td>72994</td>
</tr>
<tr>
<td>17</td>
<td>7.8257</td>
<td>78229</td>
</tr>
<tr>
<td>20</td>
<td>8.4231</td>
<td>84088</td>
</tr>
<tr>
<td>21</td>
<td>8.4259</td>
<td>84088</td>
</tr>
</tbody>
</table>

aTime since operation of the FFTL-3 loop commenced in 1980.
bAnalysis by inductively coupled plasma atomic emission spectroscopy.
cNitrogen in lithium determined by micro-Kjehldal nitrogen combustion technique [12].
dCarbon in the lithium was determined by the acetylene evolution method [11].
eHydrogen in lithium in Tests 6 and 8 was determined by H meter and substantiated by yttrium equilibration [8]; in Tests 10-21, hydrogen was determined by the yttrium equilibration method.
fInformation provided by lithium supplier, LITHCO.
gThe "-" indicates insufficient information rather than absence of element.
hIncrease in most elements can be attributed to extended time period at high temperatures (Test 6).
iArgon cover gas purifier (gettering furnace) malfunctioned, and ingress of air into cover gas system caused a high N concentration.
Table 4. Hydrogen Concentration in Vanadium-base Alloys after Exposure to Flowing Lithium

<table>
<thead>
<tr>
<th>Specimen Identity</th>
<th>Test No.</th>
<th>Temp (°C)</th>
<th>Time (h)</th>
<th>H in Li (ppm)</th>
<th>Hydrogen in Alloy (ppm)</th>
<th>KH (^a)</th>
<th>Analytical Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>6</td>
<td>482</td>
<td>1508</td>
<td>118</td>
<td>3</td>
<td>0.025</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>427</td>
<td>1384</td>
<td>118</td>
<td>2</td>
<td>0.017</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>482</td>
<td>1384</td>
<td>118</td>
<td>1</td>
<td>0.008</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>500</td>
<td>1384</td>
<td>118</td>
<td>1</td>
<td>0.025</td>
<td>3</td>
</tr>
<tr>
<td>V-10Cr</td>
<td>a, 6</td>
<td>482</td>
<td>3400</td>
<td>110</td>
<td>4.3</td>
<td>0.039</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>482</td>
<td>3400</td>
<td>110</td>
<td>7.7</td>
<td>0.070</td>
<td>1</td>
</tr>
<tr>
<td>V-10Cr-5Ti</td>
<td>15</td>
<td>482</td>
<td>3400</td>
<td>110</td>
<td>7.7</td>
<td>0.070</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>482</td>
<td>3400</td>
<td>110</td>
<td>7.7</td>
<td>0.070</td>
<td>1</td>
</tr>
<tr>
<td>V-15Cr</td>
<td>a, 6</td>
<td>482</td>
<td>1618</td>
<td>118</td>
<td>2</td>
<td>0.017</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>482</td>
<td>1618</td>
<td>118</td>
<td>2</td>
<td>0.017</td>
<td>3</td>
</tr>
<tr>
<td>V-15Cr-1Ti</td>
<td>13</td>
<td>400</td>
<td>140</td>
<td>105</td>
<td>6.7</td>
<td>0.067</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>400</td>
<td>140</td>
<td>105</td>
<td>6.7</td>
<td>0.067</td>
<td>1</td>
</tr>
<tr>
<td>V-15Cr-5Ti2</td>
<td>13</td>
<td>400</td>
<td>120</td>
<td>105</td>
<td>6.7</td>
<td>0.067</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>400</td>
<td>120</td>
<td>105</td>
<td>6.7</td>
<td>0.067</td>
<td>1</td>
</tr>
<tr>
<td>V-3Ti-0.5Si</td>
<td>10</td>
<td>500</td>
<td>25</td>
<td>100</td>
<td>6.7</td>
<td>0.067</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>400</td>
<td>24</td>
<td>105</td>
<td>3.6</td>
<td>0.034</td>
<td>1</td>
</tr>
<tr>
<td>V-3Ti-0.5Si2</td>
<td>15</td>
<td>482</td>
<td>3400</td>
<td>110</td>
<td>4.7</td>
<td>0.043</td>
<td>1</td>
</tr>
<tr>
<td>V-8Ti</td>
<td>a, 6</td>
<td>482</td>
<td>1618</td>
<td>118</td>
<td>2</td>
<td>0.017</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>482</td>
<td>1618</td>
<td>118</td>
<td>2</td>
<td>0.017</td>
<td>3</td>
</tr>
<tr>
<td>V-15Ti</td>
<td>20</td>
<td>482</td>
<td>24</td>
<td>120</td>
<td>4.6</td>
<td>0.038</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>500</td>
<td>24</td>
<td>120</td>
<td>4.6</td>
<td>0.038</td>
<td>2</td>
</tr>
<tr>
<td>V-20Ti</td>
<td>20</td>
<td>482</td>
<td>3400</td>
<td>110</td>
<td>8</td>
<td>0.068</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>482</td>
<td>3400</td>
<td>110</td>
<td>8</td>
<td>0.068</td>
<td>3</td>
</tr>
<tr>
<td>V-20Ti2</td>
<td>20</td>
<td>482</td>
<td>24</td>
<td>120</td>
<td>9</td>
<td>0.075</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>500</td>
<td>24</td>
<td>120</td>
<td>9</td>
<td>0.075</td>
<td>2</td>
</tr>
<tr>
<td>V-30Ti</td>
<td>20</td>
<td>482</td>
<td>24</td>
<td>120</td>
<td>8</td>
<td>0.068</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>500</td>
<td>24</td>
<td>120</td>
<td>8</td>
<td>0.068</td>
<td>3</td>
</tr>
<tr>
<td>V-10Cr-3Fe-1Zr</td>
<td>6</td>
<td>538</td>
<td>560</td>
<td>118</td>
<td>6</td>
<td>0.051</td>
<td>3</td>
</tr>
</tbody>
</table>

\(^a\) The distribution coefficient, KH, is defined as the ratio of the hydrogen concentration in the Li-exposed alloy to that in the Li.  
\(^b\) Analytical methods are as follows: (1) residual gas analysis [9]; (2) inert gas fusion, Teledyne Wah Chang Co.; and (3) vacuum and inert gas fusion, Argonne National Laboratory Analytical Chemistry.  
\(^c\) The uncertainties in the values of the concentration of hydrogen in the lithium, as determined by the hydrogen activity meter and/or yttrium equilibrations, are ± 25%.  
\(^d\) Refer to Table 1 for explanation of subscripts 1, 2, 3, 4.
Results and Analysis

Lithium hydride (LiH) is the solid phase in equilibrium with saturated solutions of hydrogen in lithium. As can be seen in Fig. 1, the calculated solubility of hydrogen in lithium increases uniformly with temperature.

The high solubility of hydrogen in yttrium can be used to provide an independent determination of the hydrogen concentration in the lithium. Yttrium samples were exposed to lithium in the loop at temperatures of 408 to 538°C. The concentration of hydrogen in the yttrium specimens, determined by vacuum fusion analysis, was used in conjunction with calculated distribution coefficients to determine the hydrogen concentration in lithium. The concentrations are plotted in Fig. 1 as a function of both the cold-trap temperature and the exposure vessel temperature. The results show that, to a first approximation, the cold-trap temperature had a significant effect in controlling the upper limit of hydrogen in the system. As can be seen in Fig. 1, the hydrogen concentrations determined by yttrium exposure show good agreement with the solubility curve at the temperature of the cold trap for each test (Table 2).

Hydrogen will fractionate between lithium and various refractory metals as a function of temperature. A distribution coefficient, $K_H$, can be defined as the ratio of the hydrogen concentration in the metallic alloy to that in the liquid lithium:

$$K_H = \frac{C_M}{C_L}$$

where $C_M$ and $C_L$ are concentrations (wt.%) of hydrogen in the metal and lithium, respectively, at constant $P_{H_2}$. The calculated distribution of hydrogen among various refractory metals and liquid lithium is shown in Fig. 2 as a function of temperature. At 500°C, a hydrogen concentration of 100 wppm in lithium will establish hydrogen concentrations of ~3000 wppm in yttrium, 10 wppm in titanium, 0.3 wppm in vanadium, and <0.0001 wppm in chromium.

The experimentally determined hydrogen distribution coefficients from yttrium equilibrations (Fig. 2) exhibit good correspondence with the predicted results. The $K_H$ values for vanadium, shown as open circles in Fig. 2 and as closed circles in Figs. 3-5, exhibit variations that can be attributed to the diversity of specimen types and test conditions. For comparison, distribution coefficients obtained from tests at 600°C are included in Figs. 2-5. The higher values of $K_H$ in tests 8 and 20 can be attributed to the specimen cleaning method observed in test 8 and the short equilibration time in test 20. At temperatures of <400°C, the lithium equilibration period should be >>24 h.

![Fig. 1. Solubility of hydrogen in liquid lithium.](image1)

![Fig. 2. Temperature dependence of equilibrium distribution coefficients of hydrogen between vanadium and V–3Ti–0.5Si and lithium. Lines indicate calculated values for different pure metals.](image2)
The $K_H$ values for the V-3Ti-0.5Si alloy at 500°C were based on hydrogen concentrations obtained by both
RGA and inert gas fusion techniques (Table 4), and the results are in good agreement.

The results for the ternary V-Cr-Ti system in Table 4 and Fig. 3 from tests 6, 10, 13, 15, and 17 exhibit a fair
degree of scatter in the experimentally determined $K_H$ values. The three values in Fig. 3 for the V-15Cr-5Ti alloy
from test 6 at temperatures of 538 and 482°C follow the trend of decreasing $K_H$ as the temperature decreases.

An effect of Ti or Cr in the binary V-Ti and V-Cr alloys on $K_H$ is consistent with the calculated curves (Fig. 2),
i.e., the value of $K_H$ increases with the concentration of Ti at all temperatures (Fig. 4) and decreases with an
increase in the concentration of Cr (Fig. 5).

CONCLUSIONS

1. The results from the hydrogen analyses (Table 4) suggest that the hydrogen isotope inventories in V-Ti,
   V-Cr, and V-Ti-Cr structural materials would not be substantially different.

2. Because the distribution coefficient for hydrogen in vanadium and vanadium-base alloys is much less than
   one ($\sim 10^{-2}$), hydrogen embrittlement as a result of somewhat higher hydrogen concentrations in lithium
   would not be expected.

3. The tritium concentration in lithium of a fusion reactor is expected to be $<1$ wppm or $<1\%$ of that in our
   lithium loop ($\sim 100$ wppm), thus the results obtained in this study indicate that tritium pickup by vanadium
   alloys in the reactor structure will not be significant.

4. The low hydrogen levels in vanadium-base alloys exposed to flowing lithium in this study were shown to
   produce good residual ductility.

FUTURE WORK

Experiments are planned to extend the temperature range of these tests and to examine more closely the
alloys V-3Ti-1Si, V-5Cr-5Ti, V-10Ti, and V-7Cr-5Ti.

---

**Fig. 3.** Temperature dependence of equilibrium distribution coefficients of hydrogen between
selected ternary vanadium alloys and lithium. Lines indicate calculated values for pure metals.

**Fig. 4.** Effect on hydrogen distribution coefficients of
titanium concentration in binary vanadium alloys.
Fig. 5. Effect on hydrogen distribution coefficients of chromium concentration in binary vanadium alloys.
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The purpose of this work is to characterize the corrosion of candidate or model fusion materials by slowly flowing lithium and Pb-17 at. % Li in the presence of a temperature gradient. Dissolution and deposition rates are measured as a function of alloy composition, exposure time, temperature, and additions to the liquid metals. These measurements are combined with microstructural analyses of the specimen surfaces to establish mechanisms and rate-controlling processes for the corrosion and mass transfer reactions, determine the suitability of particular materials for service in specific liquid metal environments, and provide input into fusion materials development.

The mass transfer of type 316 stainless steel in Pb-17 at. % Li was studied using a thermal convection loop operating at a maximum temperature of 500°C to generate mass change and surface composition data as a function of time and loop position. Data analysis indicated that particles suspended in the flowing liquid metal (particularly those containing nickel) probably played a significant role in overall transport and deposition. There was also some evidence of physical detachment of deposits. The deposition of chromium (but not nickel) correlated with the temperature dependence of solubility, as did previous weight change results from a study of ferritic (Fe-Cr) steels in nonisothermal Pb-17 at. % Li. Due to the influence of particulate matter in the liquid metal and deposit detachment, mass transfer prediction for austenitic (Fe-Cr-Ni) steels in Pb-17 at. % Li should be more complicated than that for Fe-Cr steels.

Net weight changes for type 316 stainless steel coupons positioned around the interior of a Pb-17Li thermal convection loop (TCL) are shown in Fig. 1 for three different specimen sets exposed for 698, 4500, and 10,000 h. (Descriptions of the experimental procedures and the 10,000 h weight change data were reported previously.)

In all cases, the mass of material dissolved from the coupons was much greater than the amount deposited on specimens and the total transported mass increased with increasing time. However, compared to the weight losses, there was little increase in weight gains between 4500 and 10,000 h for the coupons in the vertical cooled (“cold”) leg of the TCL. The AT of the type 316 stainless steel loop decreased during the course of these experiments, presumably due to localized accumulation of deposits that impeded the flow of the liquid metal. Therefore, the comparison of the longer term data in Fig. 1 reflects a changing cold leg temperature profile. Accordingly, Fig. 2 shows the 4500 and 10,000 h weight change data plotted against cold leg specimen temperature rather than position in the TCL. For further comparison, Fig. 2 includes previously reported 10,000 h data for Fe-12Cr-1MoV steel exposed to Pb-17Li in a ferritic steel TCL under similar conditions.

The nature of the process(es) that led to net weight gains was characterized by microscopic examination of the surfaces of cold leg specimens exposed for several thousand hours. As described previously, deposition was not uniform across the exposed surfaces: individual or clustered deposits were sometimes observed and the deposit number and size densities were not always constant across a particular coupon. In several cases, ‘detachment’ of deposits was noted, particularly for the 10,000 h specimens, which had large deposit-free areas at the lower temperatures. As shown in Fig. 1, weight gains were also measured for the specimens positioned at the bottom of the TCLs heated vertical (hot) leg and deposits were observed on the 4500 h specimen in this location. (The equivalent 10,000 h specimen was not examined.) Relative to those observed on the cold leg coupons, these deposits were small and less numerous, in agreement with the small weight increase measured for this specimen (Fig. 1).
Energy dispersive x-ray (EDX) analysis was used in conjunction with scanning electron microscopy to determine the composition of the observed deposition products. Results for the cold leg specimens exposed for 4500 and 10,000 h are summarized in Table 1, which contains average compositions determined from a number of deposits of a particular type observed in cross section. A distinct dependence of deposit composition on loop position, as previously reported based only on the 10,000 h data, was observed for both exposure conditions. The agreement between the deposit compositions measured for coupons exposed for 4500 h and those for the 10,000 h surfaces was excellent for the C4 and C5 specimen positions: in all cases the average composition was Fe-7Cr-(2-3)Ni (wt %). At lower temperatures, the deposits were a combination of two or more of Fe-7Cr-(2-3)Ni (A, in Table 1), Fe-(32-50)Ni-(11-25)Cr (B), Fe-(33-35)Cr-2Ni (C), and Fe-(50-70)Cr-2Ni (D), as shown in Table 1. (When multiple compositions are shown, they are listed in probable order of abundance). Although there were some compositional differences between the two exposure times, a predominance of Cr-rich deposits were observed at lower temperatures for both specimen sets. Type A deposits were found on the 4500 h specimens in the C6 and CJ positions (see Table 1), but such products were completely absent from the surfaces of the corresponding 10,000 h specimens (even when such were analyzed normal to the surface rather than in cross section). Another difference between the two sets of results was the point at which nickel-enriched deposits (type B) appeared: such deposits were observed farther up the cold leg (at a higher temperature) in the longer term loop experiment. This is also evident in Fig. 3, where surface-averaged concentrations of Fe, Cr, and Ni are plotted versus cold leg loop position. With the caveat that these average values could be somewhat misleading because more than one type of deposit was found on some of the surfaces, these plots clearly illustrate the general trend of increasing Cr/Fe with decreasing temperature and the nickel enrichment at intermediate cold leg temperatures. There was no apparent clustering of deposits of like compositions in the cases where there was more than one deposit type.

The compositions of selected specimen surfaces along part of the heated loop section were also determined by EDX analysis. Surface-averaged compositions for these specimens are shown in Fig. 4. The deposits formed on the specimen exposed for 4500 h at the bottom of the heated vertical ("hot") leg (net weight gain) were A type: their average composition was Fe-8Cr-2Ni-1Si. As reported previously, specimens at the maximum temperature position (500°C) suffered preferential dissolution of nickel and chromium. In fact, as shown in Fig. 4, many of the hot leg specimens that experienced weight losses were depleted in these elements relative to the starting concentrations of the steel. However, the plot for the 4500 h set [Fig. 4(a)] showed a maximum in surface nickel concentration at an intermediate temperature, while the specimens between 460 and 420°C exhibited surface nodules of pure Mo.
Table 1. Average composition of mass transfer deposits on type 316 stainless steel coupons in cold leg of Pb-17 at. % thermal convection loop for two exposure periods

<table>
<thead>
<tr>
<th>Loop position</th>
<th>3900 h</th>
<th>10,008 h</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Temperature (°C)</td>
<td>Composition</td>
</tr>
<tr>
<td>c4</td>
<td>460</td>
<td>A</td>
</tr>
<tr>
<td>c5</td>
<td>440</td>
<td>A</td>
</tr>
<tr>
<td>c6</td>
<td>420</td>
<td>A,C,D</td>
</tr>
<tr>
<td>c7</td>
<td>395</td>
<td>(A,B,D)C</td>
</tr>
<tr>
<td>c8</td>
<td>370</td>
<td>D,C,B</td>
</tr>
</tbody>
</table>

aApproximate.
bCompositions determined by energy dispersive x-ray analysis. Multiple average compositions shown when distinct types of deposits were observed. Listed in decreasing order of apparent abundance when multiple compositions are reported except where noted otherwise.

Concentrations are in wt. %.
A: Fe-(7-10)Cr-(2-3)Ni
B: Fe-(32-50)Ni-(11-25)Cr
C: Fe-(33-35)Cr-(2)Ni
D: Fe-(50-70)Cr-(2)Ni

cApproximately equal abundance.

Fig. 3. Elemental concentration versus position in the cooled vertical leg for type 316 stainless steel specimens in a Pb-17 at. % Li thermal convection loop operating between 500 and 370 to 400°C for 4488 h. Concentrations determined by energy dispersive x-ray analysis. (a) 4488 h. (b) 10,008 h. (Horizontal lines represent starting concentrations of chromium and nickel.)
Under equilibrium, steady-state conditions, the net flux, $J_i$, of element $i$ from or to a specimen exposed to molten Pb-17Li at loop position $r$ can be expressed as

$$J_i(r) = k_i^z(r)\left[C_i^0(r) - C_i(r)\right]$$

where $k_i^z$ is the effective rate constant for dissolution ($z=sl$) or deposition ($z=pl$) of element $i$. $C_i^0$ is the solubility of this element in the Pb-17Li, and $C_i$ is the local concentration of element $i$ in the liquid metal. ($C_i^0$ and $k_i^z$ are dependent on temperature, which is a function of $r$.) Normally, in the higher temperature region of the loop $C_i^0 > C_i$ and dissolution occurs ($J_i > 0$), weight losses are measured, while in the colder part of the circuit $C_i^0 < C_i$ and weight is gained from deposition on the solid surfaces. Such solubility-driven transport can be monitored by measurements of weight changes ($\Sigma J_i dt$) of coupons arrayed around the loop, which typically produce mass transfer profiles such as those shown in Fig. 1. While Eq. (1) yields a qualitative understanding of corrosion and mass transfer in this and other liquid metal systems, it cannot, in many cases, explain the quantitative aspects of deposition caused by additional kinetic and thermodynamic factors, such as interactions among solutes and reactions with impurities in the liquid metal or solid. As shown below, this solubility-based approach does not predict many of the features of the present mass transfer profiles.

Figure 1 shows that while substantial mass was lost from the hot zone specimens during each loop experiment, much less material per unit area was deposited on the cold leg specimens. Furthermore, this large imbalance between the measured weight losses ($\Delta m^s$) and gains ($\Delta m^p$) increased as a function of exposure time. The total coupons weight gains and losses for the three exposure periods are listed in Table 2.1. This discrepancy between $\Delta m^s$ and $\Delta m^p$ could be explained if deposition in the TCL was preferentially occurring on loop walls or in parts of the loop not containing specimens. However, it is interesting to note that in a recent mass transfer study of austenitic steel in Pb-17Li, in which the total amount of deposited mass was determined by destructive examination of loops and physical removal of deposition products from all surfaces, the total dissolved mass was still significantly greater (by a factor of 1.5-2) than the total mass gain from deposition. Such findings tend to indicate that the present observation of an imbalance between $\Delta m^s$ and $\Delta m^p$ may not be just due to the failure of cold leg coupons to accurately reflect the appropriate amount of deposited material. Instead, it seems likely that there might be particles of solutes in the Pb-17Li, in support of this argument, Borgstedt et al. have reported concentrations of Fe, Cr, and Ni in Pb-17Li above their respective solubility limits. Suspended particles can continue to remain in the liquid metal until they agglomerate to a size where plugging may occur. Therefore, indications of a flow restriction (decreasing AT with time) in the type 316 stainless steel Pb-17Li TCL of the present study do not necessarily indicate that solubility-driven deposition was occurring outside of the area covered by the coupons.
Table 2. Total measured weight changes for specimens exposed in Pb-17Li thermal convection loops

<table>
<thead>
<tr>
<th></th>
<th>Measured weight loss (mg)</th>
<th>Measured weight loss (mg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>316 SS, 700 h</td>
<td>42</td>
<td>1</td>
</tr>
<tr>
<td>316 SS, 4488 h</td>
<td>1051</td>
<td>65</td>
</tr>
<tr>
<td>316 SS, 10,008 h</td>
<td>2673</td>
<td>74</td>
</tr>
</tbody>
</table>

The formation of particles in the liquid metal may well be related to an inefficient and/or sluggish deposition process(es). The growth of deposits requires registry with the underlying surface and if such is not possible, or is somehow disrupted during the initial stages of deposition, supersaturation and/or particle formation can occur and be maintained. Previous reported observations of small deposits in heterogeneous localized deposition in areas not covered by coupons. homogenously particle nucleation in the molten Pb-17Li, or physical removal of deposits from cold leg coupons. Allowing for all these possibilities, a mass balance for the loop would yield

\[ \Delta m^S = \Delta m^P + \Delta m^f + \Delta m^d + \Delta m^r + \Delta m^n \]  

(2)

where \( \Delta m^S \) and \( \Delta m^P \) are as defined above. \( \Delta m^f \) is the mass of particles that formed from solute released from coupons and stayed suspended in the Pb-17Li. \( \Delta m^d \) is that of detached deposits suspended in the liquid metal. \( \Delta m^r \) is the contribution of deposits removed during cooling or specimen cleaning, and \( \Delta m^n \) is the mass associated with nonproportional deposition in areas of the loop not monitored by coupons. In order to gain a better understanding as to the relative importance of these processes in controlling mass transfer and deposition, the cold leg weight change profiles and surface chemistry data is analyzed in some detail below.

As can be seen in Fig. 2, the weight gain profile for the 10,000 h specimen set is distinctly different from that after 4500 h. In the dissolution regime, \( C_1^O - C_1 > 0 \), and, for a given time, \( J_1 \) and measured weight losses should normally increase with increasing temperature. as can be noted in Fig. 1 for the three exposure periods. When \( C_1^O - C_1 < 0 \), deposition should occur. In many of these cases, weight gains increase as the temperature decreases and a weight change profile like that shown in Fig. 2 for the 4500 h specimen set is measured. However, if the two functions that determine the magnitude of \( J_1 \) (|\( C_1^O - C_1 \)| and \( k_1P \) vary oppositely with respect to temperature, it is also possible that a maximum in the weight gain versus loop temperature curve, such as shown in Fig. 2 for the 10,000 h set, would result. In view of the 4500 h data, this possibility is considered highly unlikely - the functional dependence of |\( C_1^O - C_1 \)| or \( k_1P \) on temperature should not be different for the two loop experiments. Therefore, it appears that the 10,000 h data cannot be explained on the basis of such competition between factors that influence \( J_1 \), which was one of several possibilities suggested when only the 10,000 h data was considered.)
If the physical removal of deposits from cold leg surfaces occurred, it could also explain the differences between the 4500 and 10,000 h deposition data. The shape of the cold leg profile for the 10,000 h coupons (see Fig. 2) could have resulted from a loss of previously deposited material that reached a critical thickness for detachment. The observation that the cold leg coupon surfaces in the two extended loop experiments showed similarities in surface composition trends is consistent with a process of initially equivalent deposition profiles: in general, as shown in Table 1 and Fig. 3, iron was the principal deposited element at higher temperatures of the cold legs, and chromium was dominant at the coldest loop positions. Some of differences in the composition data between the two experiments - for example, the appearance of Fe-Ni nodules at a higher temperature for the 10,000 h set - could possibly be explained by detachment of such deposits at lower temperatures. But the observation of type A (Fe-low Cr) deposits on lower temperature coupons in the 4500 h experiment is not consistent with such an argument. On the other hand, if suspended particles contributed to the mass transfer process, it is entirely possible to have deposition of particles rich in Ni anywhere in the loop, particularly at longer times when their density and size in the liquid would be much greater. Further evidence for such deposition was revealed by the hot leg surface composition data for the 4500 h coupons (see Fig. 4(a)); a maximum in nickel concentration was also observed despite an overall decrease in weight. If these increases in surface nickel concentrations are due to the influence of Ni-containing particles in the Pb-17Li, the deposition rate is not governed by solubility considerations, but rather by hydrodynamic factors and sticking coefficients. The EDX data appear to be consistent with the role of particulate matter in the transport of Ni around the loop and thus affirm a contribution of such particles to the discrepancy between measured weight gains and losses.

The same TCL was used for the exposures of the three type 316 stainless steel specimen sets to Pb-17Li and, previously, had circulated lithium for over 10,000 h. Therefore, a large fraction of the loop's heated section, originally type 316 stainless steel, was already significantly depleted in nickel when fresh specimens were inserted. The presence of a low-nickel loop surface relative to the composition of the coupons created a possible driving force for transport of dissolved nickel to the loop wall of the hot leg. Such a process could increase the contribution of $\Delta m$ [Eq. (2)] to the observed imbalance in measured weight losses and gains. However, this situation never seemed to have an effect on dissolution rates in lithium or Pb-17Li. Furthermore, as shown in Fig. 4, nickel was deposited on some hot leg coupons after 4500 h and also was found on cold leg coupons after 10,000 h (Fig. 3, Table 1). Thus, it does not appear that the concentration gradient between hot leg specimens and loop wall had a dominant influence on mass transport. A more important factor may be that, as successive specimens sets were exposed to the Pb-17Li, deposits were already present on the loop wall in the colder part of the TCL. Therefore, deposition nucleation on this surface could have been favored over that on the fresh coupons during exposure of a later specimen set. If this was the case, a nonproportional partitioning of deposits to the loop wall ($\Delta m$) could contribute to the mass imbalance and, as observed in the present experiments, this difference would increase with increasing time as deposition in the cold zone increased with successive exposures.

While nickel transfer around the loop appeared to be 'irregular', the surface-averaged cold leg composition data (Fig. 3) revealed that the chromium concentration increased monotonically with decreasing temperature. In both the 4500 h and 10,000 h experiments, the chromium concentration profiles appeared to show behavior expected for a solubility-driven deposition process since, at a given time, the amount of deposited chromium, $\Delta m_{\text{Cr}}$, increased with decreasing $C_{\text{Cr}}$, as predicted by Eq. (1):

$$\Delta m_{\text{Cr}} = \int J_{\text{Cr}} \, dt = \int k_{\text{Cr}} \, C_{\text{Cr}} - C_{\text{Cr}} \, dt$$

(3)

assuming $C_{\text{Cr}}$ is constant around the loop. In view of the monotonic behavior of the cold leg chromium concentration with temperature and the preferential dissolution of chromium in the hot leg, two mass transfer balance points can be defined as being those loop positions where $J_{\text{Cr}} = 0$. These points delimit the area of chromium dissolution relative to that for its deposition. The balance points can be determined from the data shown in Figs. 3 and 4 by noting the loop position (temperature) at which the surface composition curves intersect the horizontal line representing the starting surface concentration of Cr in the alloy. In the 4500 h experiment, they are about 415 and 425°C for the hot and cold legs, respectively. Under the assumption that the elemental fluxes ($J_{\text{Cr}}$) are independent of each other (that is, the activity of chromium at the interface is not strongly affected by changes in the relative concentrations of the other elements),

$$J_{\text{Cr}}(T) = 0 = k_{\text{Cr}} C_{\text{Cr}}(T) (C_{\text{Cr}}(T) - C_{\text{Cr}})$$

(4)

and, therefore,

$$C_{\text{Cr}} = C_{\text{Cr}}(T)$$

(5)
where $T_B$ is the loop temperature at the balance point in either the hot ($T_H$) or the cold leg ($T_C$). Because solubility is normally a single-valued function of temperature, Eq. (5) indicates that if the balance point temperatures are unequal, $C_{Cr}$ cannot be constant around the loop. However, from the 4500 h data, $T_H = T_C$ within the accuracies of the surface composition and temperature measurements. These results are therefore consistent with a constant $C_{Cr}$ and, as mentioned immediately above, with solubility-driven chromium deposition as described by Eq. (1). Furthermore, referring to Fig. 3, it can be noted that $T_C$ is approximately the same (within 10°C) for the 4500 and 10,000 h profiles. In view of Eq. (5), this finding implies that $C_{Cr}$ has reached an equilibrium, steady-state value, which is characteristic of solubility-driven transport as described by Eq. (1). (However, a constant $C_{Cr}$ can also be possible with particle transport.)

Based on the above considerations, it can be concluded that there is an important homogeneous particle nucleation contribution to overall mass transfer of type 316 stainless steel in Pb-17Li thermal convection loops. The influence of particle formation in nonisothermal liquid metal systems has been recognized for many years, and as already noted, a role of particulate matter in determining mass transport in Pb-17Li has been suggested or implied by the results of others. While the present results indicate that the particles contain substantial amounts of nickel, it is not necessary that all of them are nickel-rich or Fe-Ni. Some may contain chromium in significant concentrations, but, because such particles neither redissolved (as evidenced by continual chromium depletion for the hot zone specimens and $T_H = T_C$, see above) nor attached themselves to loop coupons (no irregularities in the chromium profiles), they do not influence the measured quantities except for their contribution to the imbalance in overall weight losses and gains. On the other hand, the nonmonotonic mass transfer profiles for Ni (Figs. 3 and 4) may mask some solubility-driven deposition of this element. However, the relatively low concentration of nickel found on many of the cold leg surfaces and the observations that nickel-rich deposits tended to deposit over chromium-enriched ones (that is, chromium came out of solution earlier than nickel) indicate that this type of transport for nickel was quite limited.

Referring to Eq. (2), the above analyses of the cold leg coupon data for the 4500 and 10,000 h specimen sets cannot definitively show that any of the possible contributions to the mass imbalance (particles, detachment, nonproportional deposition) are negligible. Despite the complication of a possible concentration driving factor for preferential deposition on the loop wall in the extended exposure experiments, the present data and the results of others strongly support a role of particle transport in this Pb-17Li system. This finding is particularly compelling in view of the work of Flament et al., in which $\Delta n = 0$, and a definite mass imbalance was still measured. There was also direct evidence of some particle detachment either during exposure or after specimen removal. As mentioned above, in the former case, such release of deposits can then be treated as an additional source term for particles in the liquid metal.

Previous work concluded that, in contrast to the type 316 stainless system, solubility-driven deposition was the most important factor for mass transfer of a Fe-12Cr-1MoV steel exposed to Pb-17Li in a ferritic steel loop under similar conditions. Figure 2 shows the differences in cold leg mass gain profiles between these two steel systems: increasing weight gains with decreasing temperature were measured in the Fe-12Cr-1MoV steel experiment 110,076 h. There was some discrepancy between measured weight gains and losses, but it was much smaller than what was observed for type 316 stainless steel. Cold leg deposits in the ferritic steel loop were type A (Fe-6Cr). This mass transfer behavior of the Fe-12Cr-1MoV steel is similar to much of what was observed in the 4500 h austenitic steel experiment with respect to chromium transport (compare the cold leg mass change profiles shown in Fig. 4). In this way, the results for the ferritic system support many of the present findings. Furthermore, the observation of a mass imbalance in the Fe-Cr experiment (also reported for a ferritic steel/Pb-17Li loop system) may indicate that, as discussed above, particles involving chromium may form, but are not manifested in a way that is amenable to the type of measurements and analyses of the previous and present studies. If this is the case, mass transfer prediction for ferritic steels in Pb-17Li may not be as straightforward as it would normally seem when a solubility-controlled process is dominant. (Indeed, for both steels, if particles could "float" in Pb-17Li, mass transport becomes increasingly complex.) However, the present results do show that even apart from the complications of preferential dissolution and nonuniform surface recession (not observed for the ferritic steels), predictive capability for modeling, and control of, mass transport in lead-lithium will be more difficult for austenitic (Fe-Ni-Cr) alloys than for Fe-Cr steels.
CONCLUSIONS

1. Particles played a role in overall transport in thermally convective Pb-17Li. The irregular movement of nickel around the loop was associated with particle formation and attachment to solid surfaces.

2. While some chromium transport may have involved particles, the surface composition data showed that deposition of chromium was primarily controlled by a solubility driving force. This finding agreed with results from a previous study of a Fe-Cr steel in nonisothermal Pb-17Li. A balance point analysis indicated that a steady-state chromium concentration in the Pb-17Li was achieved.

3. Physical detachment of deposits (during or after exposure) contributed to the significant differences in measurements of dissolved and deposited masses.

4. The analysis was complicated by the possible influence of preferential deposition on the thermal convection loop wall due to differences in composition between it and the specimens.

5. Due to the influence of particles and lack of good deposit adhesion, as well as the effects of preferential dissolution, mass transfer prediction for austenitic (Fe-Cr-Ni) steels in Pb-17Li should be more complicated than that for ferritic (Fe-Cr) steels.

FUTURE WORK

Any further work in this area will concentrate on research regarding the use of specific surface reactions on steels in Pb-17 at. % Li to inhibit mass transfer in nonisothermal systems.
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RAOATION-INDUCED SENSITIZATION OF PCA UNDER SPECTRALLY TAILORED IRRADIATION CONDITIONS — T. Inazumi (Japan Atomic Energy Research Institute, assigned to ORNL) and G.E.C. Bell (Oak Ridge National Laboratory)

OBJECTIVE

The objective of this work is to evaluate radiation-induced sensitization of PCA under a simulated fusion reactor environment by the electrochemical potentiokinetic reactivation (EPR) test technique and obtain data relevant to the International Thermonuclear Experimental Reactor (ITER).

SUMMARY

The degree of sensitization of 25% cold-worked PCA irradiated at 60, 200, 330, and 400°C up to 7 dpa under spectrally tailored conditions in the ORR-MFE-6J/7J experiments was evaluated by the electrochemical potentiokinetic reactivation (EPR) test technique on miniaturized TEM disk-type specimens. Irradiation at 60°C to 7 dpa did not affect the reactivation behavior of PCA. The reactivation charge of PCA was increased by the irradiation at 200, 330, and 400°C, as compared with unirradiated control specimens, and increased with increasing irradiation temperature. Post-EPR examination of the specimen surfaces showed grain boundary etching for the specimen irradiated at 400°C, but not for the specimens irradiated at 330°C and below. This indicates that the intergranular stress corrosion cracking (IGSCC) susceptibility associated with chromium depletion along grain boundaries was not increased by the irradiation at temperatures below 330°C to this damage level. Localized attack across the grain faces was observed for all the specimens irradiated at 200, 330, and 400°C, which suggests the occurrence of localized sensitization in the grain interior. The investigation of the possibility of the localized sensitization in grain interiors and its effects on the corrosion behavior is in progress.

PROGRESS AND STATUS

Introduction

The sensitization of PCA irradiated at 420°C to 9 dpa in FFTF/MOTA was detected by the EPR test technique using miniaturized specimens. The increased reactivation charge and resulting grain boundary etching indicated the occurrence of radiation-induced sensitization, and suggested the increased susceptibility of this material to IGSCC in a high-temperature water environment. However, in fusion reactors, the irradiation environment will be different from that in FFTF. In ITER, for example, the design temperatures in normal service condition for water-cooled components are 50 to 200°C. The damage rate is lower and the He:dpa ratio is higher compared with those in FFTF. The degree of radiation-induced sensitization is expected to be less because of the decreased mobility of vacancies and interstitials at lower temperatures, but, on the other hand, the lower damage rate will work toward compensating the effect of temperature decrease, and the higher helium generation may affect radiation-induced segregation (RIS).

A spectrally tailored experiment (MFE-6J/7J) in the Oak Ridge Research Reactor (ORR) was recently completed after reaching the damage level of 7 dpa. In this experiment, the damage rate and He:dpa ratio of materials were maintained at values typical of ITER first wall and blanket designs.

In the present study, radiation-induced sensitization was evaluated for the PCA irradiated in the spectrally tailored experiment at temperatures including the design temperature range for ITER.

Experimental

Material — The material used in this study was PCA with the chemical composition shown in Table 1. Disk-Type specimens, 3 mm in diameter by 0.25 mm thick, were prepared from the 25% cold-worked sheet of PCA. The specimens were irradiated at 60, 200, 330, and 400°C to 7 dpa in the ORR.

<table>
<thead>
<tr>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Ni</th>
<th>Cr</th>
<th>Mo</th>
<th>Ti</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.4</td>
<td>1.8</td>
<td>0.01</td>
<td>0.003</td>
<td>16.2</td>
<td>14.0</td>
<td>23</td>
<td>0.24</td>
<td>bal</td>
</tr>
</tbody>
</table>

EPR Test — Detailed description of the testing system was given elsewhere. The single-loop EPR tests were performed at the test conditions shown in Table 2. The reactivation charge was calculated using total tested area to determine the degree of sensitization.
Table 2. EPR test conditions

<table>
<thead>
<tr>
<th>Solution</th>
<th>0.5 M H_2SO_4 + 0.01 M KSCN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>30°C</td>
</tr>
<tr>
<td>Passivation</td>
<td>2 min at +200 mV vs SCE</td>
</tr>
<tr>
<td>Reactivation scan</td>
<td>3 V/h</td>
</tr>
</tbody>
</table>

Surface Examination — Observation of the specimen surfaces after EPR testing was carried out with an optical microscope and SEM to examine the morphology of sensitization. Surface observation was also carried out for the specimen irradiated at 200°C after EPR testing was interrupted during the reactivation process to examine the relationship between increase in reactivation current and development of etching structures on the specimen surface.

Results

EPR Test — Reactivation curves for irradiated and unirradiated specimens are shown in Fig. 1. Compared with the unirradiated specimen, the peak current density was increased by irradiation at temperatures above 200°C. The increase in the current density was larger at higher irradiation temperatures. Irradiation at 60°C did not have any effects on the reactivation behavior.

The calculated Pa values of the irradiated specimens are shown as a function of irradiation temperature in Fig. 2. There was no effect of radiation on the Pa value at 60°C. The Pa value was increased by the irradiation at above 200°C as compared with the unirradiated specimen. At an irradiation temperature of 200°C, the Pa value was more than an order of magnitude higher than that of the unirradiated specimen. The Pa value increased with increasing irradiation temperature. The Pa value at 400°C was an order of magnitude higher than that at 200°C.

Surface Examination — Optical micrographs of the irradiated specimen surfaces after EPR testing are shown in Fig. 3. The fine scale etching across grain faces appeared for the specimens irradiated at above 200°C. The density of the etching increased with increasing irradiation temperature. The grain boundary etching was observed only in the specimen irradiated at 400°C. Etching along slip lines was also observed in the 400°C specimen.
SEM micrographs of the surface of the specimens irradiated at 200 to 400°C are shown in Fig. 4. Discontinuous grain boundary etching was found at the irradiation temperature of 400°C. At the irradiation temperatures of 200 and 330°C, grain boundary etching was not observed, and only grain face etching was found. In the specimen irradiated at 200°C, the grain face etching took the form of pitting-type corrosion. The pits varied in size, ranging from less than 0.2 μm to 2 μm. Some of the pits appeared to have coalesced. The original smooth surface remained intact between the pits. At the irradiation temperature of 330°C, the specimen surface showed dimple-shape corrosion across the grain face. The dimple diameters ranged from 0.2 μm to 1 μm. Similar dimple-shape corrosion was observed on the grain face of the 400°C specimen, but the individual dimples were not as clear as those at 330°C.

The microstructural changes in the surface of the specimen irradiated at 200°C during the reactivation process are shown in Fig. 5. No etching was observed at the Flade potential. The density of the etching increased with increasing current density from half way to the peak and saturated at the peak current density.

Discussion

At the irradiation temperature of 200°C, which is in the range of the design operation temperatures of ITER, the Pa value was increased by more than an order of magnitude as compared with the unirradiated condition, but grain boundary etching was not found on the specimen surface after EPR testing. This indicates that the IGSCC susceptibility of the PCA was not increased by the irradiation at this temperature. However, the pitting-type etching was observed on grain faces after EPR testing. As shown in the changes in etching structure of the specimen surface during the reactivation process (Fig. 5), it is clear that the increase in the reactivation current of the specimen irradiated at 200°C can be related to the development of the fine grain face etching. Since the EPA test detects the instability of passive films, the etching suggests the occurrence of localized sensitization in grain interiors. Such a localized sensitization in grain interiors may become the initiation sites of transgranular stress corrosion cracking (TGSCC) and/or may increase the general corrosion rate.

The radiation-induced segregation (RIS) to the defects formed in grain interiors during irradiation, such as dislocation loops and voids, were examined for PCA irradiated at 420°C in FFTF/MOTA. Both dislocation loops and voids were found to be depleted in chromium. The pitting-type etching on grain faces observed in this study may be attributed to such RIS to defects. As shown in Fig. 4, the density of the etching on grain faces increased and the attack became more severe with increasing irradiation temperature. This temperature dependence supports the mechanism of the localized sensitization by RIS where the degree of chromium depletion is determined by mobility of vacancies and interstitials. Grain boundary sensitization was not observed at temperatures of 330°C and below, which indicates that chromium depletion at grain boundaries by RIS was less than that in defects in grain interiors at lower temperatures. This may be explained by shorter diffusion distance of vacancies and interstitials to defects in grain interiors rather than to grain boundaries. The effect of the difference in diffusion distance could be pronounced at lower temperatures due to decreased mobility of vacancies and interstitials.
Fig. 3. Optical micrographs of irradiated PCA after EPR testing. Specimens were irradiated at
(a) 60°C; (b) 200°C; (c) 330°C; (d) 400°C.
Fig. 4. SEM micrographs of irradiated PCA after EPR testing. Specimens were irradiated at (a) 200°C; (b) 330°C; (c) 400°C.

Fig. 5. Optical micrographs of PCA irradiated at 200°C. EPR testing was interrupted at (a) Flade potential; (b) 1/2 peak; (c) peak; (d) -100 mV from peak.
Figure 6 shows the comparison of the reactivation curves (scan rate = 6 V/h) of PCA from this spectrally tailored experiment in ORR (400°C, 7 dpa, 1.8 × 10⁻⁷ dpa/s, He:dpa:14) and from the irradiation in FFTF/MOTA (420°C, 9 dpa, 9 × 10⁻⁷ dpa/s, He:dpa:0.4). The specimens from both irradiation conditions showed similar reactivation curves. Although the Flade potential was higher for the specimen from FFTF, the degree of sensitization can be considered to be similar for both irradiation conditions. The definitive answer for the effect of each irradiation parameter is not yet possible from this comparison. However, since the difference in dose rate may compensate the difference in temperature⁴ and RIS saturates between 5 to 10 dpa (ref. 10), this comparison may reflect the difference in He:dpa ratio. Therefore, the similar reactivation behavior in both irradiation conditions suggests that He:dpa ratio does not strongly affect the radiation-induced sensitization of this material.

Conclusions

The degree of radiation-induced sensitization in 25% cold-worked PCA irradiated at 60 to 400°C to 7 dpa under spectrally tailored conditions in ORR-MFE 65/75 was evaluated by the EPR test technique using miniaturized specimens. The following conclusions were obtained.

1. The irradiation at 60°C up to 7 dpa did not affect the electrochemical properties of PCA as measured by the EPR test technique.
2. The reactivation charge was increased by the irradiation at 200 to 400°C as compared with that of the unirradiated specimen.
3. The reactivation charge increased with increasing irradiation temperature.
4. Grain boundary sensitization was observed for the specimen irradiated at 400°C, which may lead to increased susceptibility of PCA to IGSCC.
5. Localized attack of grain faces was observed for the specimens irradiated at 200 to 400°C after EPR testing, which suggested the occurrence of localized sensitization in grain interiors.

FUTURE WORK

Fundamental electrochemical measurements will be carried out to examine the possible effects of the localized sensitization in grain interiors on the corrosion behavior of PCA. EPR measurements will be continued on alloys with different compositions to evaluate the effects of alloy composition on susceptibility to radiation-induced sensitization.
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7. SOLID BREEDING MATERIALS
The purpose of this work is to evaluate the performance of candidate ceramic breeding materials for use in a fusion blanket. This evaluation is specifically aimed at characterizing the behavior of materials in a neutron flux.

SUMMARY

The FUBR-1B irradiation experiment in EBR-II has provided important information on the irradiation behavior of candidate lithium solid breeder materials in a high energy neutron spectrum. The solid breeder materials include Li₂O, LiAlO₂, Li₂ZrO₄, and Li₃SiO₄ pellets and LiAlO₂ spheres. The irradiation behavior of the materials was characterized for the temperature range from 400°C to 900°C. The amount of tritium retained by the solid breeder materials, as well as swelling and physical stability, was determined for specimens removed after the first period of irradiation.

LiAlO₂, Li₂ZrO₄, and Li₃ZrO₄ exhibited excellent dimensional stability during irradiation while the dimensional stability of Li₂O was found to be dependent on the microstructure. The amount of retained tritium is compared to similar closed capsule experiments and extends the data to burnups as high as 1.6 x 10⁷ at/cc.

PROGRESS AND STATUS

Introduction

The FUBR-1B high fluence irradiation experiment of solid breeder materials has completed the first period of irradiation in the EBR-II Reactor. The purpose of the experiment was to evaluate the performance of candidate solid breeder materials for use in a fusion blanket. Describing the irradiation behavior of a solid breeder during operation involves the release of tritium, the change in chemical properties that affect the release of tritium, and the physical stability of the solid breeder itself.

There were two primary objectives of the FUBR-1B experiment: 1) characterize the irradiation behavior of a number of solid breeder materials with different microstructures in the temperature range of from 400 to 900°C and 2) define the behavior of large diameter pellets of solid breeder materials with the associated large temperature gradients. The primary purpose of this paper is to present the observations and measurements made on the small diameter solid breeder specimens which provide data on the effect of microstructure on the irradiation behavior. The as-irradiated physical condition, dimensional changes, and lithium transport observations made on the large diameter specimens have been described by Slagle and Hollenberg.

Experiment Design

The irradiation was carried out in the EBR-II reactor, and the specimen design has been described previously. Specimen columns were 1 cm in diameter and consisted of 4 pellets with a total length of 5 cm. The design temperatures were 450, 650 and 850°C. A cerium getter tab in the plenum of each subcapsule reduced tritiated water to tritium and hence facilitated the diffusion of tritium out of the stainless steel subcapsule.

The first insertion of the FUBR-1B experiment was removed from the reactor after 341.5 EFPD. A description of the solid breeder pellets and the irradiation temperatures is given in Table 1. Three different types of Li₂O pellets were studied. Type 1 is a low density variation of the Type 2 or reference microstructure, while Type 3 is a large grain variation of the reference microstructure. Also included in the pellet matrix were large-grained LiAlO₂, Li₂ZrO₄, Li₂ZrO₄, and Li₃SiO₄, and two subcapsules without getter tabs containing a Type 2 : Li₂O and small grain LiAlO₂. In addition to the pellet specimens one subcapsule contained 35 micron diameter spheres of LiAlO₂.

Experimental Results

After irradiation, the pins were neutron radiographed, the diameter of the sample region characterized by profilometry, and the plenum gas analyzed. No measurable distortion of the capsule wall was found. In

(a) Pacific Northwest Laboratory is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RLO 1830.
Table 1.
Grain Size, Density and Irradiation Temperature of the Pellets in the FUBR-1B First Insertion.

Those specimens irradiated in capsules with no getter tabs are designated as (NG).

<table>
<thead>
<tr>
<th>Specimen Type</th>
<th>Density</th>
<th>Grain Size (microns)</th>
<th>Irradiation Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li₂O</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type 1 (Low density)</td>
<td>60</td>
<td>4</td>
<td>420, 360(NG), 800</td>
</tr>
<tr>
<td>Type 2 (Reference)</td>
<td>80</td>
<td>4</td>
<td>420, 360, 820</td>
</tr>
<tr>
<td>Type 3 (Large grain)</td>
<td>82</td>
<td>80</td>
<td>420.820</td>
</tr>
<tr>
<td>Li₄AlO₂</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large grain</td>
<td>80</td>
<td>35</td>
<td>820(2)</td>
</tr>
<tr>
<td>Small grain</td>
<td>78</td>
<td>&lt;&lt;1</td>
<td>420(NG)</td>
</tr>
<tr>
<td>Li₂ZrO₃</td>
<td>87</td>
<td>2</td>
<td>550</td>
</tr>
<tr>
<td>Li₈ZrO₁₆</td>
<td>80</td>
<td>3</td>
<td>610</td>
</tr>
<tr>
<td>Li₄SiO₄</td>
<td>79</td>
<td>2</td>
<td>450</td>
</tr>
</tbody>
</table>

those capsules containing getter tabs, the remaining tritium was less than a factor of 10⁻³ of the total tritium produced, thus confirming the efficiency of the getter design.

The goal burnup for the ⁶Li in the solid breeders was 4%. The burnup was determined from the amount of helium released to the plenum. The average burnup was determined to be 4.4 ± 1.8%. Variations in fractional burnups are attributed to the axial position of the subcapsule in the pin and position of the pin relative to the core center.

The specimens were removed from the subcapsule, and the ease with which this was effected was an indication of the swelling/interaction of the specimen with the capsule. The Li₄AlO₂, Li₈ZrO₁₆ and Li₂ZrO₃ specimens, and two LiO specimens fell out of the cladding intact. The LiO specimens which fell out were the Type 2 specimens irradiated at 630 and 820°C. The Li₄AlO₂ spheres irradiated at 650°C were dark brown and poured freely from the capsule. The Li₄SiO₄ pellets fell out but were fragmented. The remaining LiO, along with the Li₄AlO₂ with no getter, were firmly wedged in the cladding, and the cladding had to be slit to remove them.

The diametral changes occurring during irradiation for the three different types of LiO pellets are given in Table 2. In most cases, whole pellets were not available to obtain length measurements. In general, all of the specimens increased in diameter during irradiation except for the Type 2, reference specimen, irradiated at 820°C. It is to be noted that the two specimens with the least swelling, Type 2 at 630 and 820°C, are also the only Li₄O specimen that fell out of the clad.

Figure 1 is a comparison of the postirradiation condition of the LiO specimens listed in Table 2. The Type 2 and 3 specimens irradiated at 420°C have a dark inner core, while the Type 1 specimen irradiated at the same temperature does not. At an irradiation temperature of 630°C, the dark inner core does not occur for the Type 2 specimen, while at highest irradiation temperature of 820°C this dark inner core does not occur for any of the Li₂O specimens.

Li₄AlO₂, Li₈ZrO₁₆ and Li₂ZrO₃ were dimensionally stable during the irradiation and decreased in the range from 0.0 to 0.25% for all dimensions. This substantiates the previous observations at lower burnups of on the dimensional stability of Li₄AlO₂ and Li₂ZrO₃, reported by Hollenberg. No dimensional measurements were made on the Li₄SiO₄ specimens because these pellets did not survive the irradiation intact.

Two subcapsules were irradiated without getter tabs. One subcapsule contained LiO irradiated at 630°C and the other contained Li₄AlO₂, irradiated at 420°C. The LiO pellets have an outer ring of black discoloration, similar to the center discoloration seen in the pellets in Figure 1. The pellets had decreased in length or "hot pressed" during the irradiation to give density increases in the range of 3-11%. The Li₄AlO₂ specimens were removed as fragments after irradiation. These specimens had a dark inner core similar to that found in the Type 2 and 3 LiO, irradiated at 420°C.
Table 2.
Percent Diametral Changes in the Three Types of Li₂O at the Different Irradiation Temperatures

<table>
<thead>
<tr>
<th>Irradiation Temperature (°C)</th>
<th>420</th>
<th>630</th>
<th>820</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1</td>
<td>2.80%</td>
<td>2.58%</td>
<td></td>
</tr>
<tr>
<td>Type 2</td>
<td>3.86%</td>
<td>2.52%</td>
<td>-1.98%</td>
</tr>
<tr>
<td>Type 3</td>
<td>3.95%</td>
<td>3.90%</td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 1. As-Irradiated Li₂O Pellets as a Function of Microstructure (Type 1, 2 and 3) and Irradiation Temperature

The amount of retained tritium was determined for selected specimens using the method described previously by Baldwin and Hällenberg. The results are given in Table 3 along with the calculated burnups. The amounts of tritium retained are given both in the form of percent of the total generated and as atoms/cc retained.

Tritium retention data for the previous closed capsule experiments have indicated that the retained tritium, in terms of at/cc, increases with increasing burnup and decreases with increasing temperature. The
Table 3.
Results of Retained Tritium in FUBR-1B Specimens.
(1) and (2) denote type of Li,0.

<table>
<thead>
<tr>
<th>Material</th>
<th>Irrad. Temp.</th>
<th>Burnup (10^2) (at/cc)</th>
<th>Retained Tritium (10^3) (at/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li2O(1)</td>
<td>800</td>
<td>1.35</td>
<td>0.3</td>
</tr>
<tr>
<td>Li2O(2)</td>
<td>820</td>
<td>1.61</td>
<td>0.33</td>
</tr>
<tr>
<td>LiAlO2</td>
<td>820</td>
<td>1.02</td>
<td>2.0</td>
</tr>
<tr>
<td>Li2ZrO3</td>
<td>550</td>
<td>1.4</td>
<td>0.64</td>
</tr>
<tr>
<td>Li5ZrO6</td>
<td>610</td>
<td>1.27</td>
<td>1.22</td>
</tr>
<tr>
<td>Li4SiO4</td>
<td>450</td>
<td>1.67</td>
<td>7.02</td>
</tr>
</tbody>
</table>

The present data are for burnups which are larger than previously reported. The retained tritium for Li,0 is less than that found for comparable temperatures at a burnup of 1.1 x 10^26 atoms/cc but is in good agreement with that found for the lower burnup of 0.4 x 10^26 atoms/cc. The results for LiAlO2 and Li2ZrO3 are equivalent to the tritium retention reported previously for these materials at the highest burnups of 0.5 and 0.95 x 10^26 atoms/cc, respectively. The Li2ZrO3 inventory is somewhat larger than the previous Li2ZrO3 inventory. However, if the higher lithium atom density for Li2ZrO3 is taken into account, then the retained tritium per lithium atom is nearly the same for both materials. The inventory for the Li4SiO4 is nearly identical to the inventory found at the lower burnup.

Discussion

The dimensional changes for Li,0 given in Table 2 indicate that the decrease in the diameters for the Type 2 pellets irradiated to 820°C is in contrast to the increase or swelling found for the other specimens. This difference in dimensional change can possibly be related to the microstructure of the as-irradiated pellets. The Type 1 and 2 pellets were hot pressed to the desired density at a temperature of 700°C with little grain growth. The Type 3 pellets were fabricated by cold pressing and sintering at 800°C. Grain growth was induced by introducing LiOH into the starting powder to give a final grain size of 80 microns. Because of their relatively low fabrication temperature and small grain size, the Type 1 and 2 pellets would be more likely to undergo additional sintering when heated above their fabrication temperature.

There is the additional problem of explaining why the Type 2 pellet shrinks and the Type 1 does not. One possible explanation is that the porosity in the low density, Type 1, material is in the form of larger, more stable pores than the Type 2 material and thus, more difficult to sinter to a higher density. Alternatively, the difference in the behavior of the type 1 and type 2 materials may be related to their difference in appearance in Figure 1. Type 2 material irradiated at 450°C has a dark core while type 1 material does not. This darker appearing material is also characteristic of the specimens irradiated with no getter where larger TO pressures are expected. If the higher density materials tend to retard the release of T,0 compared to the low density material then a larger T,0 pressure could be present in the center of the type 2 and type 3 pellets. This higher T,0 pressure in the type 2 material would form LiOT, a sintering aid for Li,0, and could effect a density increase relative to the type 1 material. Considering the long times involved (365 days), even low levels of LiOT could play a significant role in the densification of the Type 2 pellet.

The LiAlO2, Li2ZrO3, and Li5ZrO6 pellets exhibited excellent dimensional stability, remaining intact during irradiation and undergoing only a slight densification during irradiation. These results can be compared to the previous results for LiAlO2 and Li2ZrO3 summarized by Hollenberg. As found in the present experiment, Li2ZrO3 had previously remained intact at temperatures from 500 to 900°C. The present observation of the 80% TO LiAlO2 specimens remaining intact differs from the previous results, where lower density LiAlO2 specimens irradiated above 700°C fragmented during irradiation. The primary difference is that the previous specimens had a grain size less than 1 micron while the present specimens have a grain size of 35 microns. Typically finer grain size results in higher strength so that the reduction in grain size, by itself, does not explain the difference in behavior. Determining the difference in behavior will require a more extensive characterization of the microstructures.
CONCLUSIONS

The results of the FUBR-18 irradiation give additional insight into the irradiation behavior of a variety of solid breeder materials irradiated to burnup values as high as $1.9 \times 10^{24}$ at/cc. The following are the primary conclusions:

1. $\text{LiAlO}_2$ and $\text{Li}_2\text{ZrO}_3$ were dimensionally stable at the higher burnups, reaffirming the results found at lower burnups. In addition, $\text{Li}_2\text{ZrO}_3$, which had not previously been characterized with respect to its irradiation behavior, was also found to be dimensionally stable.

2. The tritium inventory for $\text{Li}_2\text{O}$ at the higher burnups was lower than expected, while the inventory for both $\text{LiAlO}_2$ and $\text{Li}_2\text{ZrO}_3$ are in good agreement with previous data. $\text{Li}_2\text{ZrO}_3$, although having a slightly larger inventory than $\text{Li}_2\text{ZrO}_3$, appears to be a viable breeder candidate.

3. The microstructure of $\text{Li}_2\text{O}$ can play a major role in the tritium release behavior. This is particularly evident in the appearance of the material at temperatures from 400-600°C. However, the interdependence of tritium release and microstructure can also influence the dimensional stability at higher temperatures.

FUTURE WORK

Work will continue on obtaining tritium retention data for the remainder of the small diameter specimens. Microstructural characterization of these specimens is also planned to further define the differences between the outer lighter colored regions and the center darker core regions.
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DESRORPTION CHARACTERISTICS OF THE LiAlO$_2$-H$_2$-H$_2$O ($g$) SYSTEM - A. K. Fischer and C. E. Johnson (Argonne National Laboratory)

OBJECTIVE

The objective is to describe the kinetics of desorption of H$_2$O ($g$) and H$_2$ from the surface of ceramic tritium breeders with data that allow the characteristics of tritium release to be predicted by designers and modelers.

SUMMARY

Temperature programed desorption (TPD) measurements have started on the LiAlO$_2$-H$_2$ system. The sensitivity of the mass spectrometer that will detect the peaks was shown to be adequate for the measurements. Blank experiments to characterize the behavior of the stainless steel sample tube in the measurements have revealed the evolution of H$_2$ from the steel, a process facilitated by H$_2$. It is necessary to stabilize the sample tube so that it does not augment or distort the TPD peaks. The behavior of an unstabilized tube was demonstrated by means of a simulated TPD run. Stabilization consists of treating the tube with 990 ppm H$_2$ in helium at high temperature until undistorted simulated TPD runs are obtained. A LiAlO$_2$ sample was loaded in the apparatus: it came from the same batch of material that was used in an EXOTIC test. Prolonged drying of the sample in a He-H$_2$ stream is necessary, a finding that has important implications for many earlier reports on measurements of tritium release from irradiated samples where it was not demonstrated that the sample was adequately dry or that the apparatus did not affect the data.

PROGRESS AND STATUS

Introduction

Temperature programed desorption (TPD) is a well-developed technique for providing data that describe the energetics and kinetics of desorption of gases from the surfaces of solids. The TPD spectra also provide more qualitative comparisons of the release of adsorbates under different conditions. In the fusion power program, the interest centers on the evolution of H$_2$O ($g$) and H$_2$ ($g$) from ceramic tritium breeders.

In the previous report, rough TPD spectra for the LiAlO$_2$-H$_2$O system were presented: these were derived from what were essentially shakedown runs for the then-new apparatus. Since then, because programmatic interest is strong for data to understand the behavior of H$_2$ with breeders, the effort was shifted to provide data for the LiAlO$_2$-H$_2$ system. In the earlier work on the TPD of H$_2$O, it was demonstrated that spurious and distorted peaks in the TPD spectra could be introduced by interactions of the stainless steel tubing holding the sample with both H$_2$ and H$_2$O ($g$). It was necessary, therefore, to determine conditions for stabilizing the tube walls for the TPD of H$_2$. Without these blank experiments, subsequently measured TPD curves would be of questionable validity.

Sensitivity Determinations

In the course of the demonstration of tube stability, measurements were made of the sensitivity of the mass spectrometer detector system for H$_2$ TPD peaks. Readings for successive dilutions of H$_2$ in helium indicated that a gas containing approximately 7 vppm H$_2$ could be distinguished easily from the baseline. Simultaneous mass spectrometer readings and electrolytic trace moisture monitor readings indicated that H$_2$O peaks at the tens of 1 vppm level are detectable. These sensitivities are expected to be adequate for the needed measurements.

Detection of Gaseous N$_2$

A new finding from the blank experiments with the empty sample tube is that a gaseous species of 26 amu appears, especially when H$_2$ is present. It was shown that this species corresponds to N$_2$ and that it probably originates in the steel of the sample tube: it is not an impurity in the gases nor does it come from an air leak. It is known that release of nitrogen from iron (denitrizing) is much more rapid if the gas phase contains H$_2$ than if it does not. The observed behavior is consistent with this background.

The significance of the nitrogen for the desorption of H$_2$ and H$_2$O from a ceramic breeder is that it is possibly a coadsorbent, but the effect of this is not yet clear. In the empty tube experiments, the N$_2$ appears at levels that are comparable to the level of evolved H$_2$O. As the measurements with LiAlO$_2$ continue, it will be important to look for correlations between TPD peaks and the N$_2$ levels. It is possible that there might be a connection with an unpublished report claiming apparently good release of tritium with a purge gas passed through hot titanium, though at the moment it appears reasonable that those observations reflected the effects of unsuspected additions of hydrogen, though nitrogen could have been involved, too.

Work supported by the U.S. Department of Energy, Office of Fusion Energy, under contract Y-31-109-Eng-38,
Stabilization of Stainless Steel Tube for TPD Measurements

In the present measurements of the TPD of H₂ from LiAlO₂, pure helium will be passed through the LiAlO₂ sample while the temperature rises linearly with time. The sample will have been equilibrated immediately before with a known partial pressure of H₂. If H₂ adsorbs on LiAlO₂, the desorption steps will consist of increments of H₂ coming off the sample and passing through the sample tube and apparatus tubing to the mass spectrometer for detection. It is important to establish that there are no or negligible interactions between the H₂ and the tubing, or that they can be compensated for. One approach is to treat the tube with the He-H₂ mixture to the point where subsequently a pulse of H₂ in pure helium will pass unaffected. In this condition, the tube is said to be stabilized. In order to test the effectiveness of the stabilization process, a series of simulated TPD runs with the empty tube was performed. In such a run, a series of TPD peaks was simulated by introducing into the system a square wave spike of 5 min duration of He-990 ppm H₂ every 100°C at temperatures from 200 to 700°C; the temperature ramp rate was 5.5°C/min.

In Figure 1, the traces for H₂ and H₂O are shown, together with the temperature ramp, for an unstabilized tube. The tube was treated with pure helium at 200°C overnight. The 200, 300, 400, and 500°C spikes show a fairly gradual upward trend for H₂. However, the distinctly higher H₂ spikes for 600 and 700°C show the effect of interactions that augment the H₂ level. The reason is suggested by the H₂O trace which is assumed to originate from reduction of surface oxide by H₂ and from the recombination of adsorbed OH groups. After a decline from the level of H₂O in the 200°C spike, the H₂O level was essentially constant for the 300, 400, and 500°C spikes. The increase at 600°C suggests that the migration of surface OH leading to recombination and evolution of H₂O as well as its reduction by the steel, yielding H₂, is increasingly activated at higher temperatures. Figure 2 shows the simultaneous N₂ trace: this gas is being evolved at essentially the same level during the spikes and at an enhanced rate compared to the rate with pure helium.

After several treatments and TPD simulations, a final one was performed. Here, 990 ppm H₂ in helium was passed through the tube at 667°C overnight. The simulated TPD spectrum is shown in Figure 3. The spikes for H₂ and H₂O are nearly uniform in height, though increasing a little at higher temperature. Reduction of oxide to H₂O is still going on when H₂ is introduced. The readings from the electrolytic water analyzer were low, reaching approximately 1 ppm at the peaks and dropping as low as 0.2 ppm. Though the tube is not ideally stable, the present state will be taken to represent a practical and provisional level of stabilization toward H₂ spikes up to a temperature of approximately 660°C. When the tube is loaded with

---

**Figure 1.** Simulated TPO spectrum for unstabilized stainless steel sample tube without a sample. Gas phase alternates between pure helium and helium with 990 ppm H₂. Evolved H₂O is shown.

**Figure 2.** Simulated TPO spectrum same as for Figure 1 but showing level of evolved N₂.
sample, treatment with H$_2$ will be repeated until reproducible TPD spectra are obtained, at which time it will be assumed that a condition of tube stability will again have been achieved. The appearance of the peaks relative to these simulated ones will also affect how much correction to consider.

TPD Measurements on LiAlO$_2$-H$_2$

The same sample tube that was used for the above blank and stabilization experiments was loaded with 0.52 g of LiAlO$_2$ that was prepared at Saclay, France. This material is a portion of that which was supplied for the EXOTIC V experiment. In its preparation it had been sintered at 1100°C and before being bottled for the present study it was heated at 800°C for 1 hr. A drydown period was entered after the sample was loaded. During this time, the sample was first heated to 200°C in pure helium for 1.5 hr, then in 990 ppm H$_2$ in helium at 300°C for 65 hours. Early in the 300°C period, the water analyzer recorded 110 ppm H$_2$O in the evolved gas. At the end of this time, the H$_2$O level was down to 0.55 ppm and declined further to 0.20 ppm when the sample was cooled to 200°C in preparation for a TPO run. This TPO run was for background information on a sample known not to be very dry yet in a tube known not to be stabilized yet. The temperature ramp was programmed to run from 200 to 750°C at 5.5°C/min. The result is shown in Figure 4. Considerable diffuse evolution of H$_2$O is still continuing, on an overall level at approximately 30 ppm. Between approximately 650 and 700°C, the H$_2$O evolution declines before rising again. This is like the extensive H$_2$O evolution that was observed earlier in the work on adsorption and desorption of H$_2$O. The H$_2$ trace being higher than it would be for the 990 ppm H$_2$ alone shows the effects of the reaction of the considerable amount of residual H$_2$O with the steel. At this stage, of course, part of the evolved water can also originate from oxide on the steel. No CO$_2$ was detected in the evolved gases so that the Saclay material appears to be free of carbonate.

An important though probably unpopular comment to make from this observation of extensive evolution of H$_2$O from material that is "dry" by everyday standards is that reports of tritium release measurements from irradiated samples often do not indicate that the samples were dried even as well as this one was, and which still is not dry enough to produce reproducible TPO, i.e., kinetic data. Nor has the stability of the apparatus been demonstrated in published reports. For example, in one case it was stated that the samples were stored in air before and after irradiation with no indication of steps to clean the sample. Yet reports abound with bewildering comparisons of tritium release performance, i.e., the kinetics of release, when what must be addressed for a sound basis for comparison is not only the condition of the sample, but also the impact from the tubing of the apparatus which often is much more extensive than that in the apparatus for the present study. It has come to our attention that M. Briec at Grenoble has started to consider the possible rule of line effects in some of the irradiation work done there.
FUTURE WORK

After completion of experimental measurements and analysis of the data on the desorption of \( \text{H}_2 \) from LiAlO\(_2\), measurements of desorption of \( \text{H}_2 \) from Li\(_2\)ZrO\(_3\) will start. Further elucidation of the behavior of hydrogen isotope species will be gained by measurements of the effect of protium on desorption of deuterium: with the mass spectrometric detection system, this will require a change to argon as the sweep gas so that interference can be avoided from helium at 4 amu, where D\(_2\) would also appear.
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8. CERAMICS
HELIUM-ASSISTED CAVITY FORMATION IN ION-IRRADIATED CERAMICS — S. J. Zinkle (Oak Ridge National Laboratory) and S. Kojima (Nagoya University, Nagoya, Japan)

OBJECTIVE

To examine the microstructural changes in ceramic insulators following irradiation at fusion-relevant He/dpa levels.

SUMMARY

Polycrystalline specimens of spinel (MgA1204) and alumina (A1203) were irradiated at room temperature and 650°C with either dual- or triple-ion beams in order to investigate the effects of simultaneous displacement damage and helium implantation on cavity formation. The cavities in alumina were preferentially associated with dislocation loops and were of similar size as the cavities in alumina. Catastrophic amounts of cavitation were observed at the grain boundaries in spinel when the displacement damage level exceeded a critical value (~20 dpa) in the presence of a fusion-relevant (~60 appm/dpa) helium environment.

INTRODUCTION

There has been a number of studies on the microstructural changes associated with particle irradiation of ceramics. However, there is only a limited amount of information available at conditions relevant for fusion reactors, where both displacement damage and helium gas generation will occur. The high energy neutrons associated with fusion reactors produce large quantities of helium and hydrogen in low-Z ceramic materials compared to fission neutron irradiations. For example, the helium generation rates per unit damage in A1203 at a fusion reactor first wall and in a fission reactor have been calculated to be 60 and 5 appm/dpa, respectively.

EXPERIMENTAL DETAILS

Stoichiometric polycrystalline (30 μm grain size) specimens of alpha-alumina and spinel (MgA1204) were obtained from GE Lucalox and Ceradyne, Inc., respectively. The alumina contained 0.25 wt % MgO as a sintering aid and the major chemical impurities (wt ppm) in spinel were: Li (1000), Fe (200), Ca (70), Ga (70), Ca (60), and Si (30). Mechanically polished specimens were simultaneously irradiated with helium and heavy ions using procedures that are described in detail elsewhere. In all cases, the helium implantations were performed using a 4He+ beam that was continuously ramped in energy between 200 and 400 keV to produce a uniform helium concentration at depths between 0.5 and 1.0 μm. The spinel specimens were simultaneously irradiated with He+ and 20 MeV Al+ beams. The A1203 specimens were simultaneously irradiated with He+, 20 MeV Al+, and 1.44 MeV O+ beams. The calculated EDEP-1 (ref. 15) ion ranges for these conditions are 1.30 μm for the Al+ beam in spinel, and 1.18 μm for both the O+ and Al+ beams in A1203. Previous studies have shown that the actual ion ranges in these two ceramics are ~15% higher than the calculated values.

Table 1 summarizes the experimental conditions for the transmission electron microscope (TEM) specimens irradiated in this study. The depth-dependent displacements per atom (dpa) damage levels associated with the ion irradiations were determined from EDEP-1 (ref. 15) calculations and using a displacement energy of 40 eV (refs. 10,16). The damage and helium per displacement values (He/dpa) were calculated at the center of the helium implantation region (0.7 μm depth) where the damage rate is approximately 45% that of the peak damage rate. The midrange damage flux was ~1 x 10^-3 dpa/s for all of the irradiations. One of the spinel specimens (Table 1) was preimplanted with 2700 appm He and then irradiated with dual Al+ and He+ beams to a moderate damage level in order to study the effect of high helium concentrations in the absence of high damage levels.

Following the irradiation, each specimen was glued face-to-face to a polished spinel or alumina disk using controlled pressure in a Teflon-padded vise. The glued sandwich was sectioned, mechanically dimpled, and ion milled using a 6 keV Ar beam until perforation in order to produce a cross-section specimen suitable for TEM observation.
Table 1. Ion Irradiation Conditions for TEM Study

<table>
<thead>
<tr>
<th>Material</th>
<th>Temperature (°C)</th>
<th>Helium Concentration (appm)</th>
<th>Midrange Damage Level (dpa)</th>
<th>Midrange He/dpa</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgAl₂O₄</td>
<td>650</td>
<td>3900</td>
<td>26</td>
<td>150</td>
</tr>
<tr>
<td>MgAl₂O₄</td>
<td>650</td>
<td>3700</td>
<td>5</td>
<td>730ₐ</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>650</td>
<td>540</td>
<td>7</td>
<td>70</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>25</td>
<td>810</td>
<td>13</td>
<td>60</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>25</td>
<td>190</td>
<td>22</td>
<td>9</td>
</tr>
</tbody>
</table>

ₐIncludes 2700 appm preimplanted helium concentration.

3. RESULTS

3.1 Spinel

Small cavities were observed at depths corresponding to the helium-implanted region (0.6 to 1.1 μm). As shown in Fig. 1, the cavities were preferentially associated with dislocation loops (in this case loops on (111) and (101) planes are shown nearly edge-on). The mean cavity diameter in the helium-implanted region was ~3 mm. The cavity density was ~1 x 10²²/m³ for the high-dose spinel specimen, and ~1 x 10²²/m³ in the low-dose specimen that was pre-implanted with helium.

The grain boundaries were dramatically affected by the helium conimplantation when the midrange displacement dose was higher than a critical dose of ~20 dpa. Examples of the grain boundary cavitation are shown in Figs. 2 and 3. Extensive grain boundary cavitation is apparent from the surface to an irradiated depth of 1.5 μm. The width of the cavitation zone was ~0.15 μm for the specimen irradiated to 26 dpa. Subsurface cracks emanating from the grain boundary cavity are also visible in Fig. 3. These cracks presumably developed during the postirradiation specimen preparation (pressure gluing stage), although it is also possible that they were initiated during the irradiation. TEM examination of grain boundaries in a specimen implanted with a comparable amount of helium but irradiated to a dose of only 5 dpa showed only limited cavitation at the boundary.

3.2 Alumina

Cavity formation was concentrated at depths of 0.2 to 1.1 μm, which is close to the helium implantation depths. Grain boundaries did not exhibit any appreciable amounts of cavity formation. The details

Fig. 1. Cavity microstructure in a helium-implanted region of spinel showing preferential association of cavities with dislocation loops. The specimen was irradiated at 650°C to a midrange damage level of 26 dpa and an implanted helium level of 3900 appm.

Fig. 2. Low-magnification cross-section TEM photograph showing extensive cavitation in the irradiated portion of two inclined grain boundaries in spinel (same irradiation conditions as Fig. 1).
of the matrix cavity size and density depended on the irradiation conditions. Small cavities with a diameter <2 nm were observed throughout the cavitated region. In addition, it was generally observed that a larger sized (d ~ 5 nm) population of cavities developed in a band of ~0.25 μm width centered at a depth of ~0.9 μm. The Al₂O₃ specimen irradiated at 25°C to a midrange damage of 13 dpa (60 appm He/dpa) exhibited only the 2 nm cavity size throughout the cavitation region. The density of the “large” cavities was ~2 x 10²²/m³ for specimens irradiated to either 7 dpa at 650°C (70 appm He/dpa) or 22 dpa at 25°C (9 appm He/dpa). The density of “small” cavities was ~1 x 10²³/m³ for all irradiation conditions studied.

In agreement with previous irradiation studies, the cavities in alumina were aligned along the c-axis. Figure 4 shows an example of this cavity alignment for an Al₂O₃ specimen irradiated at 25°C to a midrange damage level of 22 dpa (9 appm He/dpa). Irradiation at 650 and 25°C to 7 and 13 dpa, respectively, at He/dpa ratios of ~70 resulted in only a slight amount of cavity alignment along the c-axis. This suggests that high doses (~20 dpa) may be required at these temperatures to form an ordered void array or that the alignment process is sluggish in the presence of fusion-relevant (high) levels of helium per unit damage. Irradiation of Al₂O₃ at temperatures above 700°C produces c-axis alignment of cavities for doses as low as 1.5 dpa.

DISCUSSION

Previous fission neutron and single ion irradiation studies of spinel have not reported any cavity formation in the grain interiors unless the irradiating ion was an inert gas. The present study shows that matrix cavity formation in spinel can be induced during irradiation if sufficient quantities of helium are present. The matrix swelling levels observed in this study (ΔV/V = 0.1%) are too low to be of practical engineering concern for fusion reactor applications. However, the swelling behavior under different irradiation conditions (temperature, damage rate) needs further investigation.

The grain boundaries in spinel experienced catastrophic cavitation when irradiated at a fusion-relevant He/dpa ratio (Figs. 3, 4). Grain boundary cavitation was not observed in single-ion irradiated material. Fission neutron irradiation studies have found that planar arrays of small voids form at a distance of ~6 nm from the grain boundary following irradiation to 23 dpa at 825°C. In the present study, spinel specimens irradiated to a dose of 5 dpa at 650°C exhibited elongated or disk-shaped cavities at a distance of ~35 nm on both sides of grain boundaries. These cavities presumably grow and coalesce with increasing displacement dose to produce the 0.15 μm grain boundary cavitation zone observed in the specimen irradiated to 26 dpa. This suggests that polycrystalline spinel is unacceptable for many fusion reactor applications and that single crystals must be used.
Cavity formation in A1203 was observed in specimens irradiated at both 25 and 650°C, and did not appear to be strongly influenced by a change in the He/dpa ratio from the fission to fusion rate. Previous studies have reported cavity formation in A1203 for irradiation temperatures >600°C, but did not appear to be strongly influenced by a change in the He/dpa ratio from the fission to fusion rate. They observed "small" cavities in ion-irradiated A1203 specimens that had been either helium preimplanted or nonimplanted. An additional set of "large" cavities was only observed in specimens that had been preimplanted with helium. However, the depth range over which the bimodal cavity distribution was observed in the present study \((AX = 0.25 \text{ µm})\) is only about one-half of the calculated width for the 0.2 to 0.4 MeV He\(^+\) implantation in A1203.

Both A1203 and MgA1204 exhibited similar amounts of matrix cavitation \((ΔV/V = 0.1%)\) following irradiation at fusion-relevant conditions. There is no clear difference between the cavity microstructures of A1203 following irradiation at fission and fusion He/dpa rates — cavities form easily in A1203 even in a low-helium (or zero helium) environment. For spinel, helium appears to play an active role in promoting cavity formation, and fusion-relevant He/dpa rates can induce catastrophic grain boundary cavitation. Due to the difficulty of matrix cavity formation in spinel, cavities are formed preferentially at structural discontinuities such as dislocation loops and grain boundaries that act as strong interstitial point defect sinks.

5. CONCLUSIONS

Cavity formation in spinel occurs preferentially at dislocation loops and grain boundaries following irradiation at fusion-relevant He/dpa ratios. Irradiation of spinel to a dose of 26 dpa at 650°C caused complete cavitation at all of the irradiated grain boundaries. Because of this effect, only single crystal specimens should be considered for fusion reactor applications involving damage levels above 1 dpa. A bimodal distribution of cavities was observed in A1203 specimens irradiated at 25 and 650°C, with no large differences apparent between irradiation at fission and fusion He/dpa ratios. The amount of matrix cavity swelling was small \((-0.1%)\) for all of the irradiated spinel and alumina specimens.
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IN SITU MEASUREMENTS OF DIELECTRIC PROPERTIES IN ALUMINA - R. E. Stoller, R. H. Goulding, and S. J. Zinkle (Oak Ridge National Laboratory)

OBJECTIVE

This work has been undertaken in support of the near-term research and development needs of CIT.

SUMMARY

A series of experiments have been planned to measure the dielectric properties of alumina in the presence of ionizing and displacive irradiation.

PROGRESS AND STATUS

Introduction

Ion cyclotron resonance heating (ICRH) has been proposed as a major heating source for CIT and ceramic vacuum windows are a critical component of ICRH systems. It is important that these windows remain transparent to the radio frequency (rf) energy, in part because excessive heating due to rf power absorption could lead to their mechanical failure. The rf power absorbed in these ceramics is proportional to the so-called loss tangent. The loss tangent, $\tan \delta$, is defined as the ratio of the imaginary part to the real part of the dielectric constant, $\tan \delta = \varepsilon''/\varepsilon'$. Typical values for the loss tangent in unirradiated ceramics of interest to the fusion program are from $10^{-8}$ to $10^{-3}$, with $10^{-3}$ being near the maximum tolerable value without modification of present designs.

Experimental Plans

Postirradiation measurements have shown that ionizing and displacive irradiation can increase the value of the loss tangent. There is also some evidence that the amount of the increase is dependent on the neutron spectrum. However, there have been no relevant measurements of dielectric properties during irradiation. There is some concern that the losses may be higher during irradiation because of the higher density of charge carriers that will exist. In addition, the validity of postirradiation measurements is called into question by data that shows significant levels of recovery of the loss tangent at room temperature following proton irradiation. In order to address these concerns, a series of irradiation experiments have been planned to measure the dielectric properties of typical ceramics in situ.

The experiments call for the use of two facilities. The first is the Gamma Irradiation Facility (GIF) of the High Flux Isotope Reactor (HFIR) at the Oak Ridge National Laboratory. The GIF uses spent HFIR cores as a source of gamma radiation. Decay of fission products in the spent cores leads to an ionizing damage rate of 100 rad/h, which is comparable to that expected in the CIT. The HFIR-GIF provides a relatively large radiation volume that can be easily accessed. The active radiation volume is a cylinder about 40 cm long with a radius of 5.71 cm. The gamma heating in this facility has been measured using a thermocouple welded to a stainless steel test piece. The peak temperature measured was about 120°C. Such a low temperature should have no impact on the hardware used in these experiments. However, the temperature will be monitored since the resistivity of the copper cavity is temperature dependent.

Since the HFIR spent cores do not provide a component of displacive irradiation, the TRIGA reactor at the University of Illinois will be used to obtain data on the influence of a mixed (i.e., displacive plus ionizing) irradiation environment. A beam tube with a 15.2 cm inner diameter that runs adjacent to the TRIGA core will be used for these experiments. Like the HFIR-GIF, the transverse beam tube in the TRIGA provides a large, accessible test volume. When the TRIGA is operated in a pulsed mode, both the displacive and ionizing damage rates are near those in the CIT. The peak damage rates are $1.8 \times 10^{-7}$ dpa/s (displacive) and $200 \times 10^8$ rad/h (ionizing). The use of appropriate shielding materials in the TRIGA experiments will permit the ratio displacive to ionizing radiation to be varied in order to examine the relative importance of both components.

The dielectric measurements will be made using a capacitively loaded resonant cavity. The initial set of experiments in the HFIR will measure the loss tangent at 100 MHz. The geometry of the TRIGA will provide more flexibility in the cavity dimensions; this will permit probing lower frequencies. The dimensions of a prototype cavity that has been built to bench-test the design are shown in Fig. 1. The cavity method is well suited to measurement of the loss tangent because the power dissipation in the ceramic relative to the balance of the experimental apparatus is maximized. In addition, losses in the feed line can be accounted for without the need for prior calibration, which would be extremely difficult.
Fig. 1. Design of prototype resonant cavity for in situ dielectric measurements.

to accomplish in situ. The loss tangent can be measured by determining the cavity quality factor, $Q$, which is the ratio of the stored energy to the energy dissipated per rf field period. The loss tangent is given by the equation:

$$\tan \delta = \left( \frac{\alpha}{\sin(2\pi f)} \right) + \left( \frac{1}{2} \right) \left[ \frac{1}{Q} - \frac{1}{Q_0} \right],$$

(1)

where $\alpha$ is equal to the angular frequency divided by the speed of light, $f$ is the length of the coaxial cavity center conductor, $Q$ is the quality factor with the ceramic in place, and $Q_0$ is the quality factor at the same frequency when the ceramic is absent. Both of the $Q$ values in Eq. (1) refer to the so-called "unloaded $Q$," for which only the energy stored and dissipated in the cavity itself are taken into account. They can be determined by measuring the ratio of the reflected to transmitted power as a function of frequency over a 1 MHz range centered at the resonant frequency of the cavity. Relative changes in the real part of the dielectric constant can also be measured using the resonant cavity technique with an accuracy of $1/\Omega$, or less than 1% for the highest values of the loss tangent expected here.

Alumina ($\text{Al}_2\text{O}_3$) is a prime candidate material for use in rf heating systems. Therefore, the initial measurements will focus on this material. The experimental matrix includes the use of oriented single-crystal sapphire and commercial-grade polycrystalline alumina. The commercial products have been obtained from two different vendors. Since postirradiation measurements have shown a significant influence of impurities, the commercial products include several different purity levels.

Experimental Schedule

The HFIR is in the process of ascending to full power following an extended outage. The current schedule at the HFIR should make a fully spent core available for the initial measurements in June, 1990.
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OBJECTIVE

The purpose of this work is to maintain a standard set of ceramic reference materials for use in the U.S. Fusion Reactor Materials research program.

SUMMARY

A stock of commercial, polycrystalline alumina with four different levels of purity (0.94, 0.976, 0.995, and 0.998) has been added to the Fusion Reactor Materials inventory. The material is in the form of 3/4 in. (0.998) and 1 in. (0.94) diameter rods and 2 in. by 2 in. bars (0.976 and 0.995).

PROGRESS AND STATUS

Introduction

Since experiments involving ceramic materials are becoming increasingly important, work has begun on assembling a standard set of ceramic reference materials for use by the U.S. Fusion Reactor Materials research program. The first materials have been added to this inventory.

Materials Added to Inventory

Coors Ceramics Company and the WESGO Division of GTE Products have both donated a stock of commercial, polycrystalline alumina with two different purity levels. The two grades of alumina obtained from Coors are designated AD-94 and AD-998 with nominal purities of 0.94 and 0.998, respectively. The WESGO material carries the designations of AL-300 and AL-995 for 0.967 and 0.995 pure alumina. Samples of all four materials will be analyzed to determine the impurity content in greater detail. The Coors material is in the form of 3/4 in. (AD-998) and 1 in. (AD-94) diameter rods. Ten 12-in.-long rods of both materials were donated. The AL-300 and AL-995 are in the form of hard-fired, 2 in. x 2 in. x 15 in. bars. One bar of each grade has been obtained from WESGO.

Requests for material from this inventory should be directed to R. E. Stoller at the Oak Ridge National Laboratory. The request should include a description of the intended use and the amount of material required. Reports of research utilizing these materials that are published in the open literature should acknowledge the donation by Coors Ceramics and/or WESGO.
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