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Abstract 
Virtual Environment for Reactor Applications (VERA) is 

a virtual reactor for predictive simulations of light water 

reactors. It is currently undergoing development by the 

Consortium for Advanced Simulation of Light Water 

Reactors (CASL)[1]. Simulation is an essential step for 

future implementations of more efficient and safer reactor 

components. In nuclear technology, this translates to cost, 

fuel, and waste reduction, and enhanced safety. 

The research project will involve activities such as 

testing, simulation, running designated problems on 

different programs or environments, analyzing, 

visualizing, and verifying the results, and providing 

feedback to the development team. The research results 

will provide the development team valuable information 

about current and future components design, predictive 

capabilities for possible failures, better understanding of 

fuel consumption, and extending reactors lifetime. 
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.I. Introduction 

 
Since computers were available, scientists have been 

modeling real-life scenarios to predict systems behavior 

of different parameters. Modeling and simulations are a 

cheaper, safer, and faster way to understand how systems 

behave before spending time and money on new designs 

or systems. Dangerous system conditions can be 

simulated in a totally safe environment in order to 

determine the real-life results. 

 

The Consortium for Advanced Simulation of Light Water 

Reactors (CASL) is a partnership between the Department 

Of Energy (DOE) laboratories, highly qualified 

educational institutions, and outstanding industry 

companies. By implementing advanced modeling and 

simulation capabilities, CASL plans to reduce costs, fuel 

consumption, and waste while increasing safety. 

 

CASL is developing a modeling tool called the Virtual 

Environment for Reactor Applications (VERA). This tool 

will simulate the performance of light water reactors 

using current and advanced modeling and simulation 

capabilities. 

   

II. Equipment and Methodology 
 

COBRA-TF (CTF) is a thermal-hydraulic subchannel 

code for light water reactors transient analyses developed 

by the Reactor Dynamics and Fuel Management Group 

(RDFMG)[2] and distributed to Oak Ridge National 

Laboratory (ORNL) for the CASL Project. The research 

project included activities such as testing, simulation, 

running designated problems on different environments, 

analyzing and visualizing the results.   

 

COBRA-TF was compiled using different optimization 

options to get the best performance. Gprof (-pg 

compilation option) was used to profile the code’s 

performance and behavior. The output was then collected, 

analyzed and visualized. Kprof gave us a visual look at 

the call graph; this helped us understand the code’s 

behavior.  

 

 

 

III. Results 

 
During this specific simulation, the two most time-

consuming routines are xschem and tgas. Tgas is a 

remarkably small routine that takes a fraction of a second 

to run, but it is being called around 124 million times, 

making it the second most time-consuming routine during 

the simulation. This information gave developers an idea 

on where to look for improving the code’s performance.  

 

 
Figure 1. Profile output with function's description 

and calls 



 

 

 

 
Figure 2. Call graph for better understanding of the 

code's behavior 

 

 
Figure 3. Difference in percentage execution time 

between current and previous version of COBRA-TF 

 

 
Figure 4. Difference in time between current and 

previous version of COBRA-TF 

 
Figure 3 and 4 shows the differences between the current 

and a previous version of COBRA-TF. Both versions 

were profiled using the same simulation problem. Both 

code’s versions took about the same amount of CPU time 

and almost the same routines were at the top of the time-

consuming list. The difference in actual running time was 

significant; the previous version of the code took about 

5.5 hours to run the simulation while the current version 

took only about 2.5 hours. There is an improvement of 

about 50% in the current version. This can be addressed 

as memory-use improvements on the current version.  

 

IV. Conclusion  

 
The research showed that the best optimization option for 

this simulation was –O3 with an overall performance 

improvement of 55.14% over no optimization (–O0). The 

results reported back to developers showed that 56.56% 

of the time is being spent at two routines; xcshem and 

tgas. Developers can use the results to get a better 

understanding of the code’s behavior and performance, in 

order to improve the code’s efficiency. 

 

V. Future Work 
 

Profiling can be extended to memory-use profiling with 

available commands or tools such as “top” or Valgrind to 

better understand the memory behavior during simulation. 

Better understanding of the memory behavior will help 

developers identify and fix memory leaks that can 

significantly affect the overall code’s performance. 

Different input files can be simulated  
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