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Spallation Neutron Source Data Analysis

Jessica A. Travierso

Abstract

The purpose of this project was to make a graphical user interface (GUI) for a fitting service to be added to the Spallation Neutron Source (SNS) portal.  An XML file was created describing the components and features of the GUI.  That XML file was then added into the SNS portal where it was read by existing software to create the GUI.  When submitted, the GUI will provide input, via a configuration file, for a fitting code (NL2SOL, NL2SNO, or DAKOTA) which will run on the TeraGrid, a nationwide network of supercomputers.  The results will then be sent back to the portal where users can visualize the fit data as well as use the output parameters for a new run.  This project is useful for developers and users alike in that the developers can easily modify the XML files in the portal and the users can analyze their data at the push of a button without having to know anything about the TeraGrid, XML, or parallel computing.
I. INTRODUCTION
The SNS [1] is a state-of-the-art accelerator-based neutron source at Oak Ridge National Laboratory that was officially completed in May of 2006.  When at full power, the SNS will produce the most intense pulsed neutron beams in the world which will make it one of the best facilities for conducting neutron scattering research.  It will be used by scientists and engineers from universities, industries, and laboratories around the world.  The way it works is that negatively charged hydrogen ions, which consist of one proton and two electrons, are put into a linear accelerator where they are accelerated to very high energies.  They are passed through a foil which strips off the two electrons leaving the proton by itself.  The protons are then sent into an accumulator ring where they accumulate into bunches.  These bunches are released from the accumulator ring in pulses which are sent through a target of liquid mercury.  The mercury spalls off neutrons which are then sent into moderators which cool them and ready them for experiments.  They are then sent along beam lines to various instruments.  The neutrons can then be used for experiments such as neutron scattering experiments.  With neutron scattering, scientists are able to study the arrangement, motion, and interaction of atoms in materials.  Neutron scattering research has led to improvements in medicine, food, electronics, cars, airplanes, and improvements in materials used in high temperature superconductors, powerful light weight magnets, aluminum bridge decks, and stronger, lighter plastic products .  These types of improvements would not be possible without a means to analyze the data obtained.  One of the goals of the project as a whole is to give users resources to analyze their data which are easily accessible and easy to use.
The SNS portal [2] was developed to give virtual access to SNS data as well as access to tools to reduce and analyze that data.  The portal is located at neutronsr.us.  To gain access to the portal, one must follow the link provided to obtain an XCAMS user ID and password.  A valid purpose for use of the portal must be stated in the request.  Once access to the portal is granted, users will have access to shared data as well as data from the experiment they are running.  The portal contains tools to visualize the data, make graphs and charts, and applications to reduce, analyze, and simulate the data.  The application for reducing the data is called Amorphous Reduction and is located under the simulation tab.  It runs data reduction for inelastic detectors of Indirect Geometry Spectrometers.  The application to analyze the data will be the fitting service described in this paper.  The application to simulate the experiments is McStas [3].  There is also a Sample Activation Calculation tool.  

The GUI described in this paper was written using an XML file.  XML [4] stands for Extensible Markup Language.  It is a language that is used to describe documents which contain structured information.  It is an extensible language because it lets the developer create their own tags.  In the case of this project, software [5] was written and added to the SNS portal which defines the tags that are acceptable for use in creating GUIs.  This software also goes into detail about what the tags mean and different attributes that each tag has.  These tags are meant to describe the role of the information included in the tag.  For instance, <guirep> is the tag which starts the GUI representation of a component.  All of the information after this tag and before the closing tag, </guirep>, details what the user will see on the screen when they use the GUI.  

NL2SOL [6] is an adaptive nonlinear least-squares algorithm.  It minimizes a nonlinear sum of squares using an analytic Jacobian matrix.  A Jacobian matrix is a matrix that consists of all of the first-order partial derivatives of a vector-valued function.  NL2SOL will be tested using a Gaussian fit on fabricated data.  NL2SNO is from the same software package and is similar to NL2SOL.  With NL2SNO however, the Jacobian matrix is approximated by the code using forward differences.  Both NL2SOL and NL2SNO use the same parameters.  DAKOTA [7] is currently being researched and developed for this project.  The acronym DAKOTA stands for Design Analysis Kit for Optimization and Terascale Applications. It was developed by Sandia National Laboratories and it contains algorithms for optimization with gradient- and nongradient-based methods; parameter estimation with nonlinear least squares methods; uncertainty qualification; and sensitivity/variance analysis.  When the job is submitted, these codes will be run on the TeraGrid.
The TeraGrid [8, 9] is a network of supercomputers funded by the National Science Foundation that began in 2001.  It consists of eleven partner facilities. These facilities, figure 1, are the San Diego Supercomputer Center (SDSC), the National Center for Atmospheric Research (NCAR), the National Center for Supercomputing Applications (NCSA), the University of Chicago/Argonne National Laboratory (UC/ANL), Purdue University (PU), Texas Advanced Computing Center (TACC), Indiana University (IU), Pittsburg Supercomputing Center (PCU), Oak Ridge National Laboratory (ORNL), National Institute for Computational Sciences (NICS), and the Louisiana Optical Network Initiative (LONI) .  ORNL was added to the TeraGrid along with Indiana University, Purdue University, and Texas Advanced Computing Center in 2003.  ORNL’s TeraGrid machine is the NSTG cluster.  The cluster has 28 nodes, each of which has two 3.06 GHz Intel Pentium4 Xeon CPUs and 2.5 GB of memory.  The TeraGrid is useful for this project because some of the data is hundreds of thousands of lines long.  Running on a regular PC would take much longer than running on a supercomputer.  Although this resource will be located in the SNS portal at ORNL, it can be accessed by anyone with access to the SNS portal and will be run on the machines at TACC, NCSA, and ORNL.  

II. METHODS

GUIs are useful because they allow users to run programs without requiring much knowledge of the code behind them.  They are especially useful for long or complicated codes that would be confusing or difficult to understand by non-experts.  The GUI in this project was created for a fitting service that will include the NL2SOL, NL2SNO, and DAKOTA fitting codes.  These codes use complicated algorithms and require many parameters to run properly.  It is necessary for scientists to have a way to use them without having to spend hours trying to figure out how the algorithms work or what the parameters mean.  The GUI for the fitting service is currently located in my home area on the SNS Portal.  I can see it, change it, and work with it, but no one else can.  When the fitting service is released, the GUI will be available to anyone with access to the Portal.  It will be added to the simulation tab and will be used to fit experimental data from the SNS instruments.  Data fitting can be useful in finding trends in data.  Using XML was fairly easy.  It was nice to have the documentation that showed what tags were needed and what types of components were acceptable.  One drawback to using XML was that it did not have a compiler.  When there were errors in my file, the portal simply wouldn’t open the file and it said that there was an error reading the data file.  So instead of having a compiler which would tell me what error was made and what line that error was located on, this information had to be found manually.  In order to do so, every section was commented out except one and more and more sections were added until the error was found.  This proved time consuming, but it was much more effective than going through the file line by line.  Once all errors were fixed and all of the components were added to the GUI, the project was presented to the Neutron Science Portal Development group at the SNS, the TeraGrid/NSF group, and Mark Hagen, an instrument scientist at the SNS who works closely with scientists that will be using this service.  Each group gave suggestions as to how to make the GUI exactly what the users will want and need.


This interface uses text entry boxes, file choosers, selectors, and check boxes.  Text entry boxes are boxes in which users can enter text or numbers.  These boxes can have a set default and the developer can also set the width.  File choosers are used for inputting a file.  This component includes a box for entering the file as well as an “add selected file” button.  The developer can set the width, set a default, add a filter which determines what file type is acceptable, and allow for multiple selections of files.  Selectors are drop down boxes that contain a list of items that users can choose.  The selector can have a default and can be editable if the developer desires.  The selector component also has a dependency parameter attribute.  Dependency parameters allow the developer to assign certain values when a certain item is selected from the list.  These values can be displayed on screen if a text entry box is coded to accept the values.  The check boxes can be set to on or off by the developer.  The piece of code used to represent the “Number of CPUs” component is shown in figure 2.
The first page of the interface is the Input Parameters page, figure 3.  This page is where the user inputs a data file as well as information about that data.  The user must enter the number of CPUs they want to use which at the moment has a maximum of twenty. To input a data file, the user must locate the data file they wish to use in the data browser on the left side of the Portal window.  When they have found and selected the file they want to use, they push the ‘add selected file’ button on the right side of the file chooser.  If the file is not in the right format, an error message will appear and the user must select another file.  The correct file format for the input file is a Nexus file.  The model selection component uses dependency parameters.  This means that when a certain model is selected, specific default values for parameters are chosen.  These values are written in the XML file and are sent to the text entry boxes on the ‘Model Parameters’ page.  The models currently include Gaussian, Backscattering Spectrometer (BASIS) [10], Fine-Resolution Fermi Chopper Spectrometer (SEQUOIA) [11], Hybrid Spectrometer (HYSPEC) [12], MARK, and Reflectometer.  The fitting service will first be tested using a Gaussian fit and will then be added to BASIS and the other instruments as they come online.  Eventually, the service will be available on all SNS instruments.  Current and future SNS instruments are shown in figure 4.   The user must also select between the NL2SOL, NL2SNO, and DAKOTA fitting codes.  Users should choose NL2SOL when the Jacobian is available, NL2SNO when the Jacobian is not available, and DAKOTA is still currently being researched and developed. Lastly, the user inputs the output filename for the saved output data.

The second page is the Model Parameters page, figure 5.  The user must first choose the number of parameters they would like to use.  When the configuration file is written, it will only contain the number of parameters specified by this element, no matter how many parameters are listed on this page.  Chisqr is not specified by the user.  It is the error between the raw and fit data and it is returned after the program has run.  Figure 6 shows that Chisqr decreases with increasing number of iterations.  This is the page where the values for the specific models appear upon selection from the previous page.  The values for the Gaussian test that will be performed before the fitting service is released are shown on the screen shot of the Model Parameters page.  In order to display values coded in the dependency parameters for the models, text entry boxes must already exist.  Since each model uses different parameters, generic names were given to the boxes which include ‘Name,’ ‘Value,’ ‘Max,’ and ‘Min.’  The name box is filled with the name of the parameter.  This box is editable, but any change will not be written by the configuration file.  This box is simply there to let the user know what parameter it is.  If they decide to change the name of the ‘amplitude’ parameter to ‘center’ it will change it on the screen, but the configuration file will still read that parameter as amplitude.  If the user does not want to use the list of parameters displayed, they must return to the Job Parameters page and select another model.  This is stated in the tooltip for that element.  The value box contains the default value for that specific parameter.  This box is editable and the configuration file will read any changes made.  The max and min boxes have no default values and are to be set by the user.  The vary checkbox allows the fitting service to vary the parameter. 

The Code Parameters page, figure 7, contains the parameters needed by the NL2SOL and NL2SNO.  These parameters are taken from the documentation on the codes and are needed to run properly.  Default values are given for each parameter and descriptions are given in tooltips.  When the Dakota package is ready, another page will be added to the GUI that contains the parameters needed.  We cannot use the dependency parameters in this instance like we did with the model parameters because the descriptions for each code parameter are in the tooltips. The dependency parameter attribute does not currently support tooltips within each dependency parameter.  If other fitting codes are added in the future, pages will have to be added for their parameters as well.  
When the configuration file has been successfully written, it will be used as input for the fitting codes.  Figure 8 shows what the configuration file will look like.  It will include comment statements, lines that start with #, that will let the code know what values are located on the lines.  The file will also include all of the values and text from the components that the user submits.  There are tooltips for each code which give examples of when to use them.  NL2SOL should be used when the Jacobian matrix is available and NL2SNO should be used when it is not available.  
The data will be sent to the SNS portal from an instrument.  The scientists can visualize the raw data in the SNS portal.  They can then select a service in the portal they would like to use, such as our fitting service.  When they hit “submit” the input will be written to the configuration file which will be read by the fitting code which was selected.  Then the job will run on the TeraGrid on parallel processors in a community account.  The community account is called Jimmy Neutron.  The user does not need any user ID or password since the portal uses the Jimmy Neutron community certificate for access to the community accounts on the TeraGrid.  The TeraGrid resource is automatically selected and if the run fails, the job is sent to another machine.  After the run, the data will be sent back to the portal where the scientists can visualize the fit data.  A visual representation of this sequence is shown in figure 9.
III. FUTURE WORK

Future goals for the project include testing the fitting service using data from previous neutron instrument experiments, writing a configuration file from the portal in a format which can be read by the fitting codes, adding the service for BASIS as soon as the configuration file is completed and the service is released, making the service available on more instruments as they come online, adding models for the different experiments that are available on each instrument, making more fitting codes available such as DAKOTA and possibly Bayesian fitting, and making improvements to the GUI and the software that creates the GUI.  Adding more fitting codes will allow the scientists to fit different kinds of data with different behavior trends.  Instruments that may be added in the near future include BASIS, SEQUOIA, and HYSPEC.  
BASIS, figure 10, is the backscattering spectrometer at the SNS.  “This instrument features very high flux and a dynamic range in energy transfer that is approximately five times greater than what is available on comparable instruments today.” Applications for BASIS include probing dynamic processes in various systems on the pico- to nano-second time scale, probing diffusive and relaxational motions, and studying some types of collective excitations in condensed matter [10].  
SEQUOIA, figure 11, is a fine resolution Fermi chopper spectrometer. With SEQUOIA, scientists can study excitations from a few hundredths of an electron volt to a couple electron volts and “the spectrometer is capable of selecting incident energies over the full energy spectrum of neutrons.” “SEQUOIA can help scientists understand excitations in many materials for example, magnetic materials, novel oxides, and high-temperature superconductors. SEQUOIA is a collaboration between the Oak Ridge National Laboratory and the Canadian Institute for Neutron Scattering.”  Applications for SEQUOIA include single crystals and novel systems, “high-temperature superconductivity: spin dynamics in superconductors and precur​sor compounds,” “incommensurate spin fluctuations at varying doping levels, model magnetic systems, such as one-dimensional spin chains and spin ladders, and crossover effects from one- to three-dimensional magnetism,” “excitations in quantum fluids, quantum critical phenomena, and non-Fermi liquid systems,” “high-resolution crystal field spectroscopy reaching into the 1-eV range,” “coupling of electronic and spin systems in correlated-electron materials,” and colossal magneto resistive materials [11].
HYSPEC, figure 12, is “a high-intensity, direct-geometry instrument optimized for measurement of excitations in small single-crystal specimens.”  Applications for HYSPEC include studies in superconductors, strongly correlated electron materials, ferroelectrics, lattice and magnetic dynamics, phase transitions, quantum critical points, complex phases in intermetallic compounds, frustrated magnets, low-dimensional magnetic excitations, transition metal oxides, and spin and lattice dynamics in nanostructures [12].  

IV. DISCUSSION

This project is just a small part of an effort to try to make data and resources from the SNS available to scientists that need them.  The SNS portal has been created and several applications and tools have been added to the portal.  As soon as the fitting service is released it will be added to the portal as well. The goal of this project is not only to make the data and resources available, but also to make them easier to use and easily accessible.  The fitting service will make it possible for SNS scientists to fit their data without having to know anything about the code algorithms, XML, the TeraGrid, or parallel computing.  When the resources are easier to use, the scientists can spend less time figuring out how to use the resources and more time analyzing and making conclusions from the results obtained.
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