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EXECUTIVE SUMMARY 

This report details the status and results of an investigation of Direct Measurement of Multiplication 

(DMM) as an alternative to neutron multiplicity counting of mixed oxide (MOX) materials. The study 

combines MCNP and direct measurement data to examine the feasibility and performance of the DMM 

technique. This work was performed under the Next Generation Safeguards Initiative DMM project.  

Currently, the safeguards assay of plutonium and MOX scrap materials relies on the use of high-

performance neutron multiplicity coincidence counting systems, each of which requires several hundred 

liters of 
3
He with costs nearing $2 million. Both the limited 

3
He supply and the high capital equipment 

cost of the multiplicity assay systems (dominated by 
3
He costs) preclude the use of these once pervasive 

assay systems, resulting in a significant gap in our ability to safeguard MOX processing facilities. The 

primary objective of this project was to develop an alternative assay methodology to eliminate the need 

for high-performance multiplicity counting systems for the safeguards assay of MOX scrap. 

Multiplicity analysis relies on counting single neutron (total) rates, and double and triple neutron 

coincidence rates to solve the point model equations for the three primary sample characteristics: mass, 

multiplication, and alpha (α), where α is the ratio of uncorrelated to correlated neutron emissions. It is the 

need to count three neutron coincidence rates that drives the need for very high-performance assay 

systems. These multiplicity coincidence systems—requiring very high neutron detection efficiencies 

(>60%) and short characteristic die-away times (<20 µs)—are the most challenging neutron assay 

systems to replace with alternative neutron detector technologies (indeed, to date, no suitable alternative 

detector technology has been identified). Rather than attempt to develop a replacement neutron detector 

matching the performance of 
3
He, we have instead pursued an alternative measurement methodology 

using existing safeguards equipment.  

The DMM technique relies on a point model analysis similar to traditional multiplicity assay; however, 

the multiplication of the item is determined by a secondary measurement, thereby obviating the need for 

measurement of three neutron coincidence rates and thus eliminating the need for a high-performance 

neutron multiplicity system. This work demonstrates that the necessary measurement performance can be 

achieved using a simple neutron coincidence system, such as the High Level Neutron Coincidence 

Counter (HLNCC) II, requiring <20 liters of 
3
He rather than the 500 liters required for a high-

performance multiplicity counter. Furthermore, non-
3
He-based coincidence systems—equivalent to the 

HLNCC-II but based on LiZn/S scintillators and boron-coated proportional tubes—already have been 

demonstrated successfully (2014 
3
He Alternatives Workshop held at Joint Research Center in Ispra, 

Italy). Combining the DMM technique with these alternative neutron detection technologies suggests that 

MOX scrap measurements could be achieved without the need for any 
3
He. 

In this work, we have modeled the expected performance of the DMM technique for a variety of material 

properties. The models are supported by a limited measurement campaign validating the general approach 

to the measurement of the item multiplication without triples neutron counting. We have calculated the 

expected measurement precision as a function of plutonium mass, and examined potential biases for a 

number of material characteristics (i.e., U:Pu ratio, alpha, density, etc.) using the DMM technique. The 

expected measurement performance is of sufficiently high quality that a two-energy variant of the point 

model was implemented to take full advantage of the technique. 

Analysis suggests that a simple neutron coincidence counter such as the HLNCC-II, coupled with the 

DMM methodology, will outperform the current state-of-the-art assay system, the Epi-Thermal Neutron 

Multiplicity Counter (ENMC), in terms of precision for equivalent assay times, over a broad range of 

material types. Measurement biases—even for extreme material types (e.g., α>10, [where α is the ratio of 

uncorrelated to correlated neutron emission] or U:Pu >10)—are expected to be on the order of 1% or less.  



 

xiv 

Safeguards relevance: 

 The DMM is a viable alternative to neutron multiplicity analysis for MOX scrap assay.  

 The DMM technique can be retrofitted to existing systems, extending their dynamic range.  

 The DMM is compatible with already demonstrated alternative neutron detection systems.  

In principle, the DMM technique coupled with a PTI-based straw detector (as an example) could 

replace a traditional 
3
He-based multiplicity counter. 

Future Safeguards Technology Development Work: 

 Although this work shows that DMM is extremely promising, it still must be field tested. A 

measurement campaign using MOX scrap materials is required to fully demonstrate the technique.  

 We have introduced a U:Pu mass ratio correction to the DMM technique, which is presently a simple 

empirical model. Additional study is required to validate this correction. The validation can be 

performed via an MCNP exercise but would be improved by being tied into a direct field 

measurement.  
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1. INTRODUCTION 

Neutron multiplicity counting is the most commonly used nondestructive assay technique for determining 

the plutonium mass within containers of scrap PuO2 or mixed oxide (MOX). In multiplicity analysis, the 
240

Pueff mass, leakage multiplication, and alpha ratio (the ratio of [α, n]-to-spontaneous fission neutron 

production) are the three primary unknown sample properties. They must be determined simultaneously. 

To solve for these three unknowns in a multiplicity assay, three measured values are needed: the singles, 

doubles, and triples neutron count rates. The need to determine the triples neutron count rate—combined 

with the high accidental coincidence background rates typical of these materials (due to the associated 

high [a, n] emission rates)—drives the need for very high neutron detection efficiency (>50%) and short 

neutron die-away times (<50 µs) in these applications. To achieve the necessary level of performance 

requires the use of large numbers (>100) of 2.54 cm diameter, high-pressure (>6 atm.) 
3
He tubes 

committing 500 liters of 
3
He (at standard temperature and pressure) or more for a single assay system. 

However, because of the limited supply and high cost of 
3
He gas, these systems can no longer be 

considered cost-effective assay solutions. 

The Direct Multiplication Measurement (DMM) [1] approach is an alternative neutron coincidence assay 

methodology that determines the sample’s 
240

Pueff mass, multiplication, and alpha ratio without the need 

for triples neutron counting. By adapting the Add-A-Source (AAS) matrix correction technique [2, 3] to 

the measurement of the multiplication, the remaining parameters, 
240

Pueff mass and alpha ratio, can be 

determined from simple neutron coincidence counting analysis (i.e., known multiplicity, known alpha 

based on singles and doubles only). This measurement can be performed using more modest neutron 

counting systems, such as the High Level Neutron Coincidence Counter (HLNCC), which requires only a 

fraction of the 
3
He needed compared to a multiplicity counting system [4], such as the Epi-Thermal 

Neutron Multiplicity Counter (ENMC). 

Studies based on MCNPX simulations of the DMM using the HLNCC-II neutron coincidence counter 

have highlighted the limitations of the standard point model [4] used with traditional multiplicity analysis. 

Analysis of high-alpha samples using the standard point model can result in biases on the order of tens of 

percent. We have adopted a two-energy point model developed by Croft et al. [5] that effectively 

eliminates biases resulting from the standard point model. 

2. ANALYSIS APPROACH 

Multiplicity analysis is based on the point model [4], using three measured rates (single neutron rate [S] 

and double [D] and triple [T] neutron coincidences) to solve for three unknown properties of the sample:  
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where 

m240 = the 
240

Pueff mass,  

  = the spontaneous fission rate per gram 
240

Pu,  

M  = the self-leakage multiplication,  

Ε = the neutron detection efficiency,  

fd = the doubles gate fraction,  

ft = the triples gate fraction,  

α = the ratio of uncorrelated to correlated neutron emission,  

321 ,, sss   and 
321 ,, iii   = the spontaneous and induced fission prompt factorial moments, 

respectively.  

The need to determine the triples rate to solve for the third unknown drives the need for a high-

performance neutron multiplicity counting system (i.e., a system with high detection efficiency and a 

short die-away time) and its relatively huge 
3
He inventory. With three measured rates, we can select three 

unknowns to solve for any of the following combinations of unknowns.  

 Known efficiency: solve for m240, α, M 

 Known alpha: solve for m240, ε, M 

 Known multiplication: solve for m240, α, ε 

 Known mass: solve for M, α, ε 

For MOX scrap assay, the neutron detection efficiency is assumed to be known and to be unaffected by 

the sample, so the known efficiency analysis is applied. However, if it is possible to determine the value 

of M, independently of the coincidence measurement, then the 
240

Pueff mass and the  value can be 

determined from the singles and doubles rates alone; and the neutron detection performance requirements 

may be reduced. In this case, the 
240

Pueff mass and  value are determined as follows: 
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Note that Krick et al. have previously noted that the standard point model approach does not adequately 

represent the more challenging plutonium material forms such as metals [6]. We found that the standard 

point model is also not suitable for the scrap MOX materials of interest here. A use of a two-energy point 

model, developed by Croft et al. [5] will be discussed in Section 7.2 since this method eliminates biases 

resulting from the standard point model. 

3. MEASUREMENT APPROACH 

Measurement systems such as the Active Well Coincidence Counter (AWCC) [7] and 
252

Cf shuffler [8] 

are used to determine the 
235

U content of a sample through active neutron interrogation. For the active 

well, neutrons emitted from fixed Am(Li) neutron sources induce fission within the sample, and the 

resulting fission neutrons are detected via neutron coincidence counting. The shuffler technique relies on 

the detection of delayed neutrons from fission events induced by the brief introduction of a 
252

Cf source 

into the assay cavity with the sample. The neutron count rates from both of these techniques are used to 
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determine the 
235

U mass within the sample. However, in both cases, the observed count rates are more 

closely related to the sample’s self-multiplication than to its mass. In these systems, we measure the 

increase in induced fission rate due to an external neutron source (i.e., the multiplication), from which a 

fissile mass is inferred via an empirical calibration. (It is because these systems do not directly measure 

the fissile mass that they must be calibrated with representative standards; and sample deviations from the 

standard’s composition, density, and geometry can result in significant biases in the reported mass value.) 

The DMM applies a similar active neutron interrogation to directly measure the sample multiplication. 

It would seem that either the shuffler or active well techniques could be used to measure the sample’s 

self-multiplication directly for use in the point model analysis. However, an evaluation of these two 

obvious candidate technologies, the 
252

Cf shuffler and the traditional AWCC, shows that neither is 

particularly practical for this application. The Am(Li) sources used with the traditional AWCC have 

neutron emission rates that are too low, and the sources are physically too large to be easily installed in 

and removed from the assay cavity during the course of an assay. Additionally, Am(Li) sources are 

subject to supply limitations and are difficult to obtain. The typical 
252

Cf shuffler is a very large, costly 

assay system and so is not a convenient measurement platform for routine use.  

In this work, the measurement is performed in a manner similar to the AAS
 
[3] matrix correction for 

neutron coincidence assay of waste drums. A small (110
5
 to 110

6
 n/s) 

252
Cf source is introduced into 

the neutron detector assay cavity as near to the sample as is practical, as shown in Fig. 1. The AAS 

method for correcting the Pu doubles rate is accomplished by measuring the effect the matrix has on the 

count rate of an external 
252

Cf source. Since the matrix effect of scrap MOX powders is generally 

negligible, the impact of the sample on the net 
252

Cf coincidence rate should be a simple function of the 

sample’s self-multiplication.  

 

Fig. 1. Illustration of the source location for the 
252

Cf source used for the Direct Measurement of 

Multiplication measurements.  

The source may be positioned manually or by using an automated source transfer mechanism such as that 

found in the shuffler or the waste drum assay system with an AAS correction module [3]. The 

measurement is repeated with and without the 
252

Cf  in the assay cavity. The sample container is first 

assayed alone within the assay cavity; the 
252

Cf source is then added and the measurement is repeated. 

The relative net coincidence doubles rate ratio, R, is determined as  

 R =
𝐷𝑃𝑢+𝐶𝑓−DPu

DCf
 ,  (6) 
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where 

𝐷𝑃𝑢+𝐶𝑓  = the doubles rate with sample in place and 
252

Cf source in the irradiated position, 

𝐷𝑃𝑢  = the doubles rate from the passive neutron coincidence measurement of the sample,  

𝐷𝐶𝑓  = the doubles rate from the passive neutron coincidence measurement of the 
252

Cf source 

NOTE: All neutron count rates are corrected for dead-time. 

The self-multiplication is expected to be a simple function of the 
252

Cf doubles rate ratio, M = M(R). 

MCNPX [9] modeling was employed to examine the relationship of the sample’s multiplication to the 

change in the 
252

Cf coincidence rate. As an example, a model of a typical multiplicity counting system 

(the plutonium scrap multiplicity counter [PSMC]) was created; and the measurement response as a 

function of fill height (0 to 24 cm in 2 cm increments) was calculated for two different bulk densities of 

MOX, both with and without the 
252

Cf source present. The multiplication for the sample was determined 

for each combination of mass and density, and then the predicted doubles (Reals) rates for a 
252

Cf source 

located directly beneath the container were determined. The MOX materials were defined as having bulk 

densities of either 2.5 g/cc or 3.5 g/cc, a U:Pu ratio of 2:1, and 
240

Peff of 0.38 g/g. The model suggests a 

surprisingly linear relationship between the multiplication and the relative doubles rate from the 
252

Cf 

(Fig. 2). Based on this result, the sample multiplication is given as  

 M = a ∙ R + b =  a ∙ [
𝐷𝑃𝑢+𝐶𝑓−DPu

DCf
] + b ,  (7) 

where a and b are constants specific to a given assay system and container size. 

This relationship is expected to hold, provided the container size and location within the cavity are 

consistent and the sample matrix is relatively homogenous. Unexpected deviations from the calibration, 

such as voids, are expected to adversely impact the performance, perhaps more strongly than would be 

expected for a traditional multiplicity or AWCC measurement.  

 

Fig. 2. Plot showing the expected relationship between the sample self-multiplication as a function of the 

relative 
252

Cf rates for the Direct Measurement of Multiplication assay with a PSMC. These data represent 

the multiplication and Add-A-Source rates for two different densities of PuO2 for a series of increasing 

masses of PuO2 within a 9 cm diameter container. R0 represents the 
252

Cf Reals rate with no sample present in 

the assay cavity. 
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4. EARLY ATTEMPT AT THE DMM TECHNIQUE 

A previous attempt at the DMM technique was made several years ago [10], but it was executed in a very 

informal way taking advantage of an opportunity to assay a number of high-burnup MOX scrap 

containers. Because this was an impromptu experiment, we made do with materials on hand. 

Those measurements were performed using a standard PSMC, which provides 54% detection efficiency 

with 50 µs die-away time. Data acquisition was performed using a JSR-14 multiplicity shift register 

operated using the Los Alamos National Laboratory INCC software. The PSMC operated as a multiplicity 

counter was the primary assay method for scrap MOX at this facility. For these initial measurements, we 

had only a 30,000 n/s 
252

Cf source, which limited the measurement precision achievable for the DMM 

testing.  

Several MOX samples were made available to us for assay with the PSMC. These samples ranged in 

mass from approximately 100 to 1200 g of Pu with a nominal Pu-240 effective mass per gram of 0.27. The 

alpha values (indicator of the alpha-n emission rate) of these samples ranged from 5 to greater than 20. 

The neutron yields from some of these samples exceeded 110
6
 n/s. (Note: These samples were not 

standards; the mass values used for examination of the DMM approach were obtained from the 

multiplicity assay.) 

Each MOX sample was measured both with and without the 
252

Cf source. (We were also investigating the 

possibility of using a 
252

Cf-based AWCC measurement for MOX, so the 
252

Cf source was alternatively 

placed at the top and the bottom of the chamber.) The typical measurement time available was 

approximately 2 to 2.5 hours per container, and the measurement time was divided approximately so that 

about 1 hour was used for active measurements and 1 hour for the passive (without 
252

Cf) measurements. 

Multiple measurements were made of each sample as time and sample availability allowed. The 

measurement arrangement is shown in Fig. 3.  

For each MOX sample assay, the measurement sequence was as follows: 

 MOX sample assayed alone 

 252
Cf source measured at the bottom of the chamber with the MOX sample in place 

 252
Cf source measured at the top of the chamber with the MOX sample in place 

In addition, reference measurements were made with the 
252

Cf source positioned at the bottom then the 

top of the assay cavity at the beginning and the end of the measurement campaign (which could span from 

a few hours to up to a week in duration). 
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Fig. 3. Sketch showing the measurement geometry of the early trials using a plutonium scrap multiplicity 

counter with mixed oxide samples.  

Because we had the benefit of performing this study with a high-performance neutron multiplicity 

counter, we were able to determine each sample’s self-multiplication from the measured rates without the 

need for calibrated standards or an MCNP-based study. We consider the change in the sample 

multiplication in terms of the samples’ impact 
252

Cf source. Figure 4 presents a plot of the measured 

multiplication (from the multiplicity analysis) as a function of the observed change in relative 
252

Cf count 

rate ratios (also called the 
252

Cf perturbation factor). The plot is seen to be linear, but the deviation about 

the line is large compared with the measurement precision. (Note that the error bars representing the 

measurement precision are shown in the plot but are so small that they are indistinguishable from the 

plotted points themselves).  

 

Fig. 4. Plot of the scaled measured multiplication, M, (determined from multiplicity analysis) as a function of 
252

Cf source perturbation. For the “hottest” mixed oxide sample, count rates in excess of 1 MHz resulted in 

saturation of the now-outdated JSR-14 shift register. 

Top Position

Bottom Position
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The measurements were evaluated both using the standard multiplicity analysis using singles, doubles, 

and triples rates, and using the DMM method considering only the singles and doubles. The resulting 

measured mass values (normalized to the declared mass) are plotted against the declared values in Fig. 5, 

which shows that the DMM and PSMC multiplicity analyses performed similarly. However, for these 

samples, the declared mass values were determined by a prior multiplicity assay using the PSMC; 

therefore, one might expect the PSMC results to compare well to the declared values.  

The early measurements were hampered by the following conditions: 

 The 
252

Cf source was too small relative to the MOX sample neutron yields, adversely impacting 

measurement precision. 

 The 
252

Cf source positioning was not reproducible because source positioning was done manually. 

 The MOX sample positioning was not reproducible because no centering device was available. 

 The multiplicity mass assay of the high-alpha MOX samples is known to produce biases, 

complicating the evaluation of the DMM results 

 Assay time was limited. 

 

Fig. 5. Comparison of the Direct Measurement of Multiplication and traditional multiplicity analysis results 

using the plutonium scrap multiplicity counter. 

These early measurements of high-burnup scrap MOX containers suffered from a poor signal-to-noise 

ratio due to inadequate 
252

Cf source strength and uncertainties in repositioning the 
252

Cf source. The 

results, although promising, were inconclusive. However, it was encouraging to note that these 

experiments, with simple coincidence measurements using only the singles and doubles rates, were able 

to achieve results comparable to those obtained with the full multiplicity analyses.  



 

8 

5. EXPERIMENTAL CONFIRMATION (CURRENT STUDIES) 

5.1 252
Cf Shuffler Measurements 

In this work, our goal was to evaluate the feasibility of this simple, alternative measurement technique in 

an optimal measurement configuration with minimal interference issues. The intent was to use Oak Ridge 

National Laboratory’s 
252

Cf shuffler to provide a mechanically reproducible placement of a high-yield 

neutron interrogation source to examine the induced fission response from a series of well-characterized 
235

U sources for comparison with MCNPX simulated values. Although the shuffler is physically much 

larger than the HLNCC-II, the two instruments have similar neutron coincidence performance metrics 

(efficiency 17.6%, die-away 50 μs). Uranium-235 was to be studied, rather than plutonium, to provide a 

low passive background that would facilitate comparison of predicted and modeled performance.  

However, the neutron source rate for the shuffler was very high (~210
7
 n/s), requiring the installation of 

a derandomizer circuit to minimize the dead time. In addition, the source transfer mechanism was found 

to have significant positioning uncertainty. The source positioning errors pushed uncertainties to as high 

as 0.6% in the singles rates (Fig. 6) and 1.2% in the doubles rates. These non-statistical variations in 

count rate were too large to tolerate for the multiplication measurement.  These results highlight the 

importance of reproducible source positioning. While these issues were addressed, an alternative assay 

system, the Large Volume AWCC (LAWCC), was pressed into service for the measurements. 

 

 

Fig. 6. Plot showing the scatter in the observed count rate from the shuffler due to jitter in the 

source position.  

 

5.2 Large Volume Active Well Coincidence Counter 

The LAWCC is similar in design to the standard AWCC but has been scaled to a larger cavity diameter 

[7]. It incorporates 48 
3
He proportional tubes arranged in two concentric rings around an 28cm diameter, 

38 cm tall assay cavity. Each tube measures 1 in. in diameter and is filled to a partial pressure of 4 atm. 

For these measurements, the high-density polyethylene end-plugs were replaced with graphite end-plugs 

Repetition 
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to more closely simulate a typical, passive-neutron coincidence counter. The neutron detection efficiency 

and die-away time for the LAWCC are 34% and 50 µs, respectively. The general layout of the LAWCC 

can be seen in Fig. 7. 

  

Fig. 7. Screen shot of the MCNPX input file for the Large Volume Active Well Coincidence Counter 

(LAWCC) configured for the Direct Measurement of Multiplication test run (left) and a photograph of the 

LAWCC (right).  

To examine the linearity and measurement precision possible for the DMM measurement, a series of 

containers of enriched uranium oxide were assayed in the LAWCC to determine the californium source 

ratio, R. The measurement geometry was modeled using MCNPX to provide a leakage multiplication 

value for each container. The highly enriched uranium (HEU) items (New Brunswick Laboratory 

Certified Reference Material 146 [11]) each contained approximately 200 g of uranium at various 

enrichments in the form of U3O8 powder (Table 1). The 
252

Cf source used for these measurements was 

approximately 60 ng with a neutron yield of 1.410
5
 n/s. The observed singles and doubles rates are 

shown in Fig. 8.  

Table 1. Uranium standards from National Bureau of Standards and New Brunswick 

Laboratory (NBL) measured in the LAWCC 

Standard description 
235

U enrichment Total mass 
235

U (g) Total mass U (g) 

NBL-0001 20.11 39.10 194.43 

NBL-0002 52.49 101.72 193.79 

NBL-0003 93.17 181.15 194.43 
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Fig. 8. Measured Totals neutron count rate and Reals rate ratios for the New Brunswick Laboratory U3O8 

cans measured in the modified Active Well Coincidence Counter as a function of 
235

U mass. The m = 0 point is 

the New Brunswick Laboratory blank container. 

Fig. 9 shows the observed count rate ratios as a function of multiplication (calculated from MCNPX) 

results in linear fits for the U3O8 containers, lending credibility to the MCNPX calculations for the MOX 

containers. Repeat measurements were performed on these HEU containers to estimate the impact of 

sample positioning on the assay results. Additional measurements were performed on the containers 

deliberately loaded into the assay cavity at an offset from the centerline by 1.27 cm. Replicate 

measurements with hand loading of the sample resulted in a standard deviation in the relative 
252

Cf rates 

of <0.2%. The offset measurements caused a 0.3% average bias in the assay result.  

 

Fig. 9. Measured total and Reals rate ratios for the New Brunswick Laboratory U3O8 cans (listed in Table 1) 

measured in the modified Active Well Coincidence Counter as a function of the MCNPX-calculated self-

multiplication for each standard. 
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6. MEASUREMENT PRECISION FOR MOX ASSAY USING THE DMM TECHNIQUE 

In this section, the measurement precision for MOX samples is estimated for a 1 hour multiplicity assay 

measurement in the ENMC and for a 1 hour neutron coincidence measurement in an HLNCC-II, divided 

evenly between the passive sample assay and the active sample assay with 
252

Cf , respectively. We first 

examine the precision of the multiplication measurement using the DMM/HLNCC-II technique compared 

with the measurement using a full multiplicity analysis in an ENMC (MULT/ENMC). The plots in 

Fig. 10 provide the expected precision in the determination of the sample self-multiplication as a function 

of a MOX mass packaged within a typical 15 cm diameter container using a 0.5 µg 
252

Cf interrogating 

source. Fig. 10 shows that, for the material range of most interest [1 < g Pu < 1000, and α > 1], the DMM 

technique should provide a more precise value for the reported Pu mass.  

The estimated measurement precision of an HLNCC-II with the DMM technique for 
240

Pueff mass is 

calculated based on the directly measured value for multiplication and is compared with the calculated 

measurement precision for multiplicity analysis using the ENMC. For this example, we again assume a 

0.5 µg (110
6
 n/s) 

252
Cf source and a total assay time of 3600 s for the two measurements. For the DMM 

approach, the assay is divided into 1800 s passive and active assays. Fig. 11 provides a summary of the 

estimated measurement precision achievable with the DMM technique. The measurement performance 

for the HLNC, coupled with the DMM technique, is expected to equal or exceed the observed 

performance of the standard ENMC for the expected range of quantities in MOX powders and MOX 

scrap materials other than product grade materials. 

 

Fig. 10. Expected measurement precision in the reported multiplication for multiplicity analysis using the 

ENMC (63% neutron detection efficiency) and for the Add-A-Source style multiplication measurement using 

a standard HLNCC-II (18% efficiency) and a 110
6
 n/s 

252
Cf interrogation source. 
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Fig. 11. Expected measurement precision in the reported plutonium mass for multiplicity analysis using the 

ENMC (63% neutron detection efficiency) and for the Add-A-Source style multiplication measurement using 

a standard HLNC (18% efficiency). 

7. ACCURACY OF THE DMM TECHNIQUE FOR MOX ASSAY 

Measurement performance must also consider potential biases as well as precision. To evaluate the 

potential accuracy of the DMM technique, we chose to use Monte Carlo modeling to examine the 

performance for MOX materials assayed using an HLNCC-II. The measurement response as a function of 

density, mass loading, isotopic abundance and U:Pu ratio was examined using MCNPX. (Note: these 

factors also impact the accuracy of the traditional multiplicity assay.) 

7.1 BASELINE MCNPX MODEL 

The HLNCC-II MCNPX model (Figure 12) was derived from the Canberra Industries HLNCC 

specification sheet for the JCC-31 HLNCC-II [12]. Basic performance parameters for the model 

compared well with the measured values for a commercial off-the-shelf HLNCC. The simulated detection 

efficiency in this system for a 
252

Cf point source was 17.9%, compared with a 17.8% measured efficiency, 

and the die-away time was 41 μs simulated vs. 42 μs measured. Because of the time constraints of this 

study, models were produced only for a single container size (13 cm inner diameter by 30 cm height). 

Initial simulations examined the basic mass dependence of the DMM approach for a stoichiometrically 

pure (oxygen to metal ratio = 2) MOX composition, with α= 1, 3 , and 10 and 
240

Pueff mass of 0.389 per 

gram of plutonium.  

Simulation of the Measurement Response 

The measurement response was determined by the summation of three separate iterations of the MCNPX 

model using different neutron source terms. 

 Fission signal—represents the neutron signal resulting from interactions initiated by the spontaneous 

fission of the plutonium within the MOX container. In this case, a uniform source of neutrons is 

distributed throughout the sample volume with energy distribution representative of a 
240

Pu fission 

spectrum. The resulting simulated signal includes both the spontaneous fission signal and the fission 

signal induced by the passive neutron source term. 
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 (α, n) Signal—represents the neutron signal from interactions initiated by neutrons that result from 

the interaction of alpha particles on the low-Z constituents of the sample matrix. The neutron energy 

distribution was estimated using the Sources4C program [13]. The resulting simulated signal includes 

both the neutron rates from the (α, n) source term and the fission signal induced by the (α, n) source 

term.  

o The (α, n) contribution was multiplied by an arbitrary value to provide various levels of alpha for 

a given isotopic composition. 

 Active 
252

Cf interrogation—a point source of 
252

Cf spontaneous fission neutrons located just below 

the MOX sample container. The resulting simulated signal provides the coincidence rates for the 

multiplication measurement. 

  

Fig. 12. Screen shot of the MCNPX input file used for the bias and precision studies (left) and a sectioned 

drawing of the HLNCC (right). Note: The electronics junction box (at the top of the section drawing) was not 

included in the model.  

7.2 TWO ENERGY POINT MODEL 

The bias depicted in Fig. 13 is not unique to the DMM approach; but it is a limitation of the point model, 

which assumes that induced fission events can be described by a single isotopic fission neutron energy 

spectrum (e.g., 
240

Pu) and a single distribution of multiplicity moments (e.g., characteristic of 
239

Pu). 

However, as the value of alpha increases, the neutron energy distribution changes, and the model must 

incorporate the changes in reaction and detection due to the (α, n) energy distribution—which the 

standard point model does not do.  
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Fig. 13. Expected measurement performance of the Direct Measurement of Multiplication technique 

integrated with the standard point model (α = 1, 3, and 10 and U:Pu=1:1). The plots show the ratio of the mass 

calculated from the modeled count rates to the plutonium mass input to the MCNPX simulation. The deviation 

between the resulting simulated measurement and the input value results is caused by a limitation of the point model 

(this limitation is described in Section 7.2).  

We have used the Two Energy Point Model developed by Croft [5] to address this bias. The Two Energy 

Point Model is as follows: 

 S = εΦm240νS1M [1 + α (
ap(M−1)να1+aε[(νI1−ap)+(ap−1) M⁄ ]

MνI1−1
)] (8) 

 D = ε2fΦm240M2 [
νS2

2
+ (1 + αap (

(M−1)να1+(νI1−1)να2 νI2⁄

MνI1−1
)) νS1 (

M−1

νI1−1
)

νI2

2
]  (9) 

where 

aε  = the ratio of the detection efficiency (count per neutron from neutrons created in [α, n] 

reactions) to the detection efficiency from neutrons created in fission processes that 

emerge from the item. This value can be determined by MCNP or measurements by 

differentiating between singles and coincidence neutrons. 

ap  = the ratio of the probability that a neutrons created in an (α,n) reaction will induce 

fission in the item to the corresponding probability for neutrons created in fission. 

This value can be determined by MCNP or measurements. 

να1 and να2 = the first and second factorial moments of the induced-fission prompt-neutron 

multiplicity distribution resulting from (α,n) neutron interactions 

Assuming one knows or has measured the multiplication value, these equations may be solved for the 
240

Pueff mass and alpha.  

 m240 = (D −  
c2c7

c1
S) (c6 − c2c7) Φ⁄⁄  . (10) 



 

15 

 α = (
S

c1∙m240∙Φ
− 1) ∙ c2 . (11) 

where 

𝑐1 = 𝜀𝜈𝑆1𝑀 , 

𝑐2 =
𝑀𝜈𝐼1−1

𝑎𝑝(𝑀−1)𝜈𝛼1+𝑎𝜀[(𝜈𝐼1−1)+(𝑎𝑝−1) 𝑀⁄ ]
 , 

𝑐3 = 𝜀2𝑓𝑀2  

𝑐4 = 𝑎𝑝 (
(𝑀−1)𝜈𝛼1+(𝜈𝐼1−1)𝜈𝛼2 𝜈𝐼2⁄

𝑀𝜈𝐼1−1
) , 

𝑐5 = 𝜈𝑆1 (
𝑀−1

𝜈𝐼1−1
)

𝜈𝐼2

2
 , 

𝑐6 =
𝜈𝑆2

2
𝑐3 + 𝑐3𝑐5 = 𝜀2𝑓𝑀2 [

𝜈𝑆2

2
+ 𝜈𝑆1 (

𝑀−1

𝜈𝐼1−1
)

𝜈𝐼2

2
] , 

𝑐7 = 𝑐3𝑐4𝑐5 = 𝜀2𝑓𝑀2𝑎𝑝 (
(𝑀−1)𝜈𝛼1+(𝜈𝐼1−1)𝜈𝛼2 𝜈𝐼2⁄

𝑀𝜈𝐼1−1
) 𝜈𝑆1 (

𝑀−1

𝜈𝐼1−1
)

𝜈𝐼2

2
  

Although this representation seems somewhat complex, the only additional information required to solve 

these equations—relative to the simple point model—is a general knowledge of the type of impurity 

driving the high (α ,n) reaction rate (e.g., oxygen, fluorine, or beryllium). Reanalyzing the data set used to 

create Fig. 13 with the Two Energy Point Model results in lower bias, as shown in Fig. 14. Based on the 

(a, n) distribution in the work of Jacobs and Liskien [14], there is only a small difference between the 

average energies of the (a, n) on oxygen and the spontaneous fission neutron distribution from 
240

Pu. To 

properly illustrate the need for correction, Fig. 15 shows the performance using the somewhat higher 

energy distribution based on the Sources 4C program (average neutron energy from the (α, n) reaction is 

2.36 MeV). 

 

Fig. 14. Expected measurement performance of the Direct Measurement of Multiplication technique 

integrated with the two energy point model (α = 1, 3 and 10; U:Pu=1:1). The plots show the ratio of the mass 

calculated from the modeled count rates to the plutonium mass input into the MCNPX simulation. The deviation 

between the resulting simulated mass measurement and the input value results is caused by a limitation of the point 

model.  
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Fig. 15. Expected measurement performance of the Direct Measurement of Multiplication technique 

integrated with the two energy point model (α = 1, 3 and 10; U:Pu=1:1) using the Source 4C energy (α, n) 

distribution. The plots show the ratio of the mass calculated from the modeled count rates to the plutonium mass 

input into the MCNPX simulation. The deviation between the resulting simulated mass measurement and the input 

value results is caused by a limitation of the point model.  

 

7.2.1 Determination of the Parameters 𝐚𝛆 and 𝐚𝐩 

As mentioned above, the parameter aε in Eq. 8 can be estimated using the MCNPX models for the 

HLNCC-II. Figure 15, provides the expected neutron detection efficiency as a function of energy for a 

point source positioned at the center of the HLNCC-II assay cavity. The solid line in Fig. 16 represents 

the neutron detection efficiency for a series of mono-energetic point sources.  The efficiency for three 

isotopic point sources with distributed neutron energy (ie. 
240

Pu spontaneous fission neutrons, 
252

Cf 

spontaneous fission neutrons and the O(α, n)Ne reaction neutron distributions). From these results based 

on neutron energy distributions determined from the work of Jacobs and Liskien [14], we estimate the 

value of the parameter aε to be 0.942 and to be 0.93. 

 

 

Fig. 16. Neutron detection efficiency as a function of energy for the HLNCC-II for a mono-energetic point 

source in the center of the HLNCC-II assay cavity. Overlain on the graph are the detection efficiencies for 

point sources of 
240

Pu, 
252

Cf and an oxygen (α, n) source. The measured efficiency for a 
252

Cf point source [15] 

is plotted for comparison. 

 

DMM with Traditional Point Model DMM with 2 Energy Point Model 
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7.3 IMPACT OF THE U:PU RATIO ON THE MULTIPLICATION MEASUREMENT 

A series of simulations for increasing plutonium masses were performed for three different values of 

U:Pu (the uranium was taken as natural) to examine the impact of multiplication on the DMM 

measurement and on the subsequent mass determination (Fig. 17). The simulations revealed that the 

DMM response (as a function of self-multiplication) has a significant dependence on the U:Pu ratio such 

that the simple response function discussed in Section 3 does not yield an accurate multiplication for use 

with the point model (Fig. 18). This limitation is due primarily to the limited range of the interrogating 

neutron flux within the MOX container. 

 

Fig. 17. Bias resulting from the Direct Measurement of Multiplication (DMM)/two-energy point model 

analysis integrated with a modified two energy point model for mixed oxide of various U:Pu ratios and with a 

fixed α (α =0.91). The plots show the ratio of the mass calculated from the modeled count rates to the plutonium 

mass input to the MCNPX simulation. The deviation between simulated measurement and the input value results is 

caused by the error in the DMM multiplication as shown in Fig. 18. 

 

Fig. 18. The relationship between the sample multiplication and the active interrogation ratio for a series of 

mixed oxide masses modeled at three different U:Pu ratios. The multiplication determined by the Direct 

Measurement of Multiplication is also depicted in the plot.  
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A slight modification to the DMM calculation was necessary to include the effect of the U:Pu ratio. 

 MDMM = a𝜌 ∙ [(
𝑫𝑷𝒖+𝑪𝒇−𝑫𝑷𝒖

𝑫𝑪𝒇
) + rUPu ∙ (

𝑫𝑷𝒖+𝑪𝒇−𝑫𝑷𝒖

𝑫𝑪𝒇
)

n

] + b𝜌 , (12) 

where  

𝐷𝑃𝑢+𝐶𝑓 = the doubles rate with both 
252

Cf and the MOX container in the cavity, 

𝐷𝑃𝑢 = the doubles rate with only the MOX container in the cavity, 

DCf = the 
252

Cf doubles rate without the MOX container,  

𝑟𝑈𝑃𝑢 = the U:Pu ratio (measured using MGA or other gamma-ray isotopic analysis), 

a𝜌 and b𝜌 = empirically determined constants  

n = empirically determined constant, from MCNPX n = 3 for this geometry. 

 

This correction to the DMM measurement is purely empirically determined at this time. Additional work 

will be necessary to provide a physics-based rationale for this simple correction factor. A plot of the 

multiplication and interrogation 
252

Cf perturbation values for a series of simulated samples containing 

between 50 and 1000 g of Pu and U:Pu ratios of 1, 3, and 10 is provided in Fig. 19, and the relative mass 

results are shown in Fig. 20. 

 

Fig. 19. The relationship between the sample multiplication and the active interrogation ratio for a series of 

mixed oxide masses modeled at three different U:Pu ratios. The multiplication determined by the modified 

Direct Measurement of Multiplication result is also depicted in the plot. 
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Fig. 20. Expected measurement performance of the Direct Measurement of Multiplication technique 

integrated with a modified Two Energy Point Model [5] for MOX with (α = 0.91) for various U:Pu ratios. The 

plots show the ratio of the mass calculated from the modeled count rates to the plutonium mass input to the MCNPX 

simulation. The deviation between the resulting simulated mass and the input value results is caused by a limitation 

of the point model. Note: Error bars are MCNPX precision values – not expected measurement precision. 

7.4 HIGH ALPHA AND HIGH U:PU RATIO 

Items with both high (α, n) and high U:Pu ratios are expected to be adequately treated by the combination of the 2 

energy model discussed in Section 7.2 and the modified DMM algorithm shown in Eq.12. To verify this 

performance, we re-examine the same simulated item set discussed in Section 7.3. Figure 21 plots the same data 

shown in Fig. 19 however this time with α=10 while the curves in red represent the DMM response function for 

α=1. The deviation between the DMM response curves and the item’s multiplication is due to the difference the 

average neutron energy between the 
240

Pu spontaneous fission neutrons and the (α, n) source and illustrates the 

importance of the 2 energy model for high (α, n) samples. 

 
Fig. 21. The relationship between the sample multiplication and the active interrogation ratio for a series of 

mixed oxide masses modeled at three different U:Pu ratios for high alpha items. The multiplication determined 

by the modified Direct Measurement of Multiplication result is also depicted in the plot. 
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Figure 22 shows the expected measurement bias for MOX assay with U:Pu ratio of 10:1 using the simple DMM 

analysis but without the 2 energy model or U:Pu correction. Applying the 2 energy point model and UPu correction 

to these simulated measurements, we plot the ratio of simulated measurements versus the input mass values in Fig 

23. Note that the scatter seen in this plot is due to the statistical limitations of the MCNPX simulations performed 

and do not reflect the expected measurement precision. The expected measurement precision is shown in Fig. 11 

above. In Fig. 23 we see an apparent trend in the U:Pu=10:1 result.  This corresponds to portion of the U:Pu=10:1 

simulated measurement points  where the curvature is opposite to the DMM response. Such trending could occur 

due to the neutron detection energy dependence of the HLNCC-II or more likely due to scattering from 
238

U.  

However, even if this trending is present it is expected to be small relative to the predicted 5 to 10% precision 

expected for an α=10 sample. 

 

Fig. 22. Expected measurement performance of the Direct Measurement of Multiplication technique 

integrated with the traditional point model and without the U:PU ratio correction for MOX items with (α = 

10) for various U:Pu ratios. The plots show the ratio of the mass calculated from the modeled count rates to the 

plutonium mass input to the MCNPX simulation. Note: Error bars are MCNPX precision values – not expected 

measurement precision. 

 
Fig. 23. Expected measurement performance of the Direct Measurement of Multiplication technique 

integrated with a modified Two Energy Point Model [5] for MOX with (α = 10) for various U:Pu ratios. The 

plots show the ratio of the mass calculated from the modeled count rates to the plutonium mass input to the MCNPX 

simulation. Note: Error bars are MCNPX precision values – not expected measurement precision. 

 

DMM / 2 Energy Point Model / U:Pu Correction  
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7.5 DMM ACCURACY 

Based on this initial analysis of the potential biases inherent in the DMM analysis, the overall accuracy of 

the DMM technique over a broad range of U:Pu ratios, alpha, and mass, is expected to be approximately 

1 to 2%, depending on the quality of the base multiplication response calibration. However, potential 

biases arising from the specific chemical impurities in the MOX (e.g., fluorides) have not yet been 

examined. 

8. CONCLUSIONS 

A combination of scoping measurements and MCNPX calculations suggests that the DMM technique can 

offer significant performance improvement for the assay of plutonium oxide and MOX scrap materials. 

With this technique, a relatively modest neutron coincidence counter can provide a level of performance 

and throughput similar to the level achievable using a high-performance multiplicity counter. The primary 

benefit of this approach is the large reduction in the amount of 
3
He required to achieve the same 

measurement results. For example, the HLNCC-II (employing the DMM technique) requires about 1/18 

the 
3
He needed to fabricate a high-end epi-thermal multiplicity counting system. 

However, the DMM technique is an active interrogation technique. As is typical of active neutron 

interrogation measurements, the system must be calibrated with representative, well-characterized 

standards in a reproducible geometry and is susceptible to changes in source-sample coupling. That is, 

changes in the relative orientation of the 
252

Cf interrogation source and the sample can introduce bias into 

the assay result.  

The 
252

Cf source strength used for the performance projections depicted in Fig. 11 may be increased to 

offer additional improvement in the measurement result. However, count rate limitations of the 

electronics, and uncertainty in the dead-time corrections, will ultimately limit the maximum practical 

interrogating source size. (Note: Unlike in the traditional AWCC measurement, a larger interrogating 

neutron source can improve the measurement precision.) 

The potential biases seen in Fig. 23 can not be readily confirmed or eliminated through MCNP since these 

results are based on assumptions about the simulated measurement as well as the accuracy of the nuclear 

data within the MCNP structure.  Instead these must be examined experimentally.  However, some 

features can be controlled for instance, the HLNCC-II detection efficiency is neutron energy dependent 

due to its single ring of 
3
He detector tubes. The non-linearity in response as in Fig. 15 is due in part to this 

energy dependence.  Application of the DMM to multi-ring detector systems such as the AWCC or the 

boron straw based HLNCC will have a lesser dependence on neutron energy potentially resulting in a 

more linear response. This could be verified by repeating portions of this study for a multi-ring detector 

system.   

Future Safeguards Technology Development Work 

The results of this study indicate that the DMM technique is a viable approach to measurement of the self-

multiplication of plutonium-bearing materials packaged within typical scrap and product MOX 

containers. The work suggests that a level of performance achieved by high-end multiplicity assay 

systems (requiring hundreds of liters of 
3
He) could be achieved by a much less costly system such as the 

HLNCC (which requires only 20 liters of 
3
He). The DMM technique could also be coupled with 

10
B-lined 

systems currently under development at Los Alamos National Laboratory and Proportional Technologies, 

potentially eliminating the need for 
3
He in these applications. 
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The next step in DMM development is to demonstrate the technique at an active fuel-processing facility. 

Since these facilities are generally bound by international safeguards protocols, the necessary neutron 

assay systems should already be available at the facilities. Only a reliable source positioning device and 

suitably sized interrogating 
252

Cf source would need to be provided to adapt these systems for 

demonstration of the DMM technique. The greatest challenge appears to be access to a suitable fuel 

facility at which to conduct the demonstration.  

This study has identified the need for a correction factor based on the U:Pu ratio of the MOX material. 

The empirical correction implemented for this study needs to be examined further to determine if it is 

suitable for use with real measurements. This could be accomplished by additional MCNP simulations or 

by measurement of a broad range of material forms. 

Although the DMM technique is based on simple coincidence counting, as opposed to multiplicity 

analysis, the interpretation of the data is based on the point model and is susceptible to the same potential 

biases as the multiplicity counting systems. Development and vetting of advanced point-source models is 

required to minimize/eliminate these biases. Work by others on extending the point model has not yet 

been generally accepted or integrated into mainstream safeguards. The DMM technique not only would 

benefit from such modification but also would afford an ideal platform from which to evaluate these point 

model extensions.  
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