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NOTATION 

NOTATION 

  = maximum longitudinal time-averaged velocity in vertical profile, m s
-1

 

  = shear velocity, , m s
-1

  

τo  = bed shear stress, N m
-2

 

κ  = Von Kármán constant 

ks  = characteristic roughness length scale, m 

g  = gravitational acceleration constant, m s
-2

 

P  = wetted perimeter, m 

A  = flow section area, m
2
 

R  = hydraulic radius, , m 

S  = water slope 

Q  = discharge, m
3
 s

-1
 

Qm  = mean annual discharge, m
3
 s

-1
 

W  = local channel width, m 

D  = local water depth, m 

Davg  = cross sectional average water depth, m 

R  = Reynolds number,   
      

 
 

F  = Froude number,   
     

   
  

UDavg  = depth averaged longitudinal velocity, m s-1 

u,v,w  = instantaneous longitudinal, lateral, and vertical velocities, m s
-1

 

  = time-averaged longitudinal, lateral, and vertical velocities, m s
-1

 

u',v’,w’  =  instantaneous longitudinal, lateral, and vertical fluctuating velocities, m s
-1

 

, ,  = standard deviation of the longitudinal, lateral, and vertical    

velocities, m s
-1

 

x, y , z   = longitudinal, lateral, and vertical coordinate distance, m 

  = body force per unit volume of fluid, N m
-3

 

p  = isotropic hydrostatic pressure force, N m
-2

 

ρ  = fluid density, kg m
-3

 

v   = kinematic viscosity, m
2
 s

-1 

µ   = dynamic viscosity, N s m
-1 

α  =  power law exponent (1/α) 
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1. INTRODUCTION 

 

Current energy conversion technologies are a class of marine and hydrokinetic (MHK) 

technologies that convert kinetic energy of river, tidal or ocean currents to generate electricity.  

These technologies are at early stages of development compared to other renewable 

technologies, such as wind turbines, and require the Department of Energy‘s support to 

accelerate their advancement to the market place.  Hence, the Wind and Water Power Program 

(WWP), administered by the U.S. Department of Energy‘s Energy Efficiency and Renewable 

Energy Office, has implemented a research and development program to estimate the baseline 

LCoE for these technologies, with the goal of reducing it to $0.07/kW-h by 2030. Accurate 

estimates of LCoE for MHK devices are therefore needed to compare with conventional and 

other renewable energy technologies and to identify key cost drivers and cost reduction 

strategies.   

 

As part of this overarching goal to reduce LCoE the WWP has adopted a technology readiness 

level (TRL) framework to facilitate the advancement of hydrokinetic energy conversion (MHK) 

technologies. Although the majority of proposed MHK machines are still in the conceptual and 

scaled prototype stage of design, many have progressed beyond the proof of concept stages and 

are now ready for full scale field testing and deployment.  Best practice guidelines and protocols 

are needed for collecting field measurements needed for these tests and deployments to ensure 

the data collected is consistent for comparison among different technologies and tests. 

 

The WWP has also supported hydrokinetic energy resource assessments to characterize and 

quantify the theoretical, technical and practical energy available in the US for each of the MHK 

resource types, including separate resource assessments for river, tidal and ocean currents.  These 

resource assessments, however, are only at a reconnaissance level with power densities averaged 

over model grid cells on the order of 300-500m (e.g. Defne et al 2011).  More refined field 

measurements at the development site are required to assess and characterize the resource at the 

scale of the individual MHK machine and MHK machine array.   

 

For individual MHK machine design, measurements over the energy extraction plane (EEP) are 

needed to inform machine design and to establish reference hydrodynamics for environmental 

impact studies.  As illustrated in Fig. 1.1, MHK developers would benefit from measurements of 

mean velocity and turbulence at their deployment sites; particularly over EEP of their device for 

component design and estimation of performance, annual energy production, and LCoE.  These 

measurements require well designed deployments of state-of-the-art acoustic instruments, 

including acoustic Doppler current profilers (ADCP) and acoustic Doppler velocimeters (ADV).   

 

In this report, existing data collection techniques and protocols for characterizing open channel 

flows are reviewed and refined to further address the needs of the MHK industry.  The report 

provides an overview of the hydrodynamics of river and tidal channels, and the working 

principles of modern acoustic instrumentation, including best practices in remote sensing 

methods that can be applied to hydrokinetic energy site characterization. Emphasis is placed 

upon acoustic Doppler velocimeter (ADV) and acoustic-Doppler current profiler (ADCP) 

instruments, as these represent the most practical and economical tools for use in the MHK 
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industry.  Incorporating the best practices as found in the literature, including the parameters to 

be measured, the instruments to be deployed, the instrument deployment strategy, and data post-

processing techniques.  The data collected from this procedure aims to inform the hydro-

mechanical design of MHK systems with respect to energy generation and structural loading, as 

well as provide reference hydrodynamics for environmental impact studies.  The standard 

metrics and protocols defined herein can be utilized to guide field experiments with MHK 

systems. 

 

 
 

Fig. 1.1  Typical distributions of velocity and turbulence and sketch of horizontal-axis 

hydrokinetic turbine.  Modified from Neary and Sale (2010). 
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2. RIVERS AND TIDAL CHANNELS 

 

2.1 CHANNEL MORPHOLOGY 

The morphology of natural rivers and tidal channels is complex compared to engineered 

channels, which can include power, irrigation and drainage canals.  Measurements of bathymetry 

and hydrodynamics are therefore more challenging.  Natural channels typically have mobile 

boundaries composed of substrates ranging in sizes from fine clay, with a median grain size of 

half a micron, to very large boulders with median grain sizes that equal or exceed 4 meters.  Four 

basic classes of natural channels are illustrated in Fig. 2.1 based on the channel slope or water 

discharge and the median grain size of the bed substrates:  sinuous uniform (canaliform), sinuous 

point bar, point-bar braided, and bar- or island braided (including anabranched).  Historically, 

large braided and anabranched channels have been channelized in most of the United States, with 

the exception of Alaska.  Sinuous braided, point bar, and canaliform channels are therefore 

anticipated to be the most common river morphologies for MHK machine and array deployment.   

 

 
 

Fig. 2.1  River channel types (Modified from Guy 1970) 

 

Unregulated and regulated rivers and tidal channels are rarely uniform along their reaches.  

Natural channels are rarely straight over twenty channel widths and are nonuniform in plan, 

profile, and section.  This results in super-elevation of the water surface around bends that can 

generate strong secondary circulation, mixed water surface profiles, and convective acceleration 

and deceleration of the bulk velocity. Channel geometry, roughness, mean-section depth and 

bulk velocity typically change along the longitudinal direction.  In addition to challenges in 

characterizing the variations of bulk (section averaged) flow properties, the local mean flow 

properties of rivers and tidal channels can be highly three-dimensional as a result of variations in 

river alignment and vortex shedding from in-stream structures and surface vessels.  Pressure 

gradients associated with nonuniform surface profiles cause significant departures in the wake 
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region. Wind shear on the water surface also can cause significant departures from semi-

theoretical models that estimate mean velocity and Reynolds stress profiles. 

 

Bed sediments, grain and form roughness can also vary considerably among different channels 

and along a channel reach.  Adding to this already complex morphology and roughness are in-

stream structures and surface vessels that produce surface wakes, vortex shedding, and increased 

turbulence in the wakes.  In-stream structures include bridge piers, docks, alluvial sand dunes 

(Best et al. 2010), medium and large boulders greater than 500 mm in diameter (Crowder and 

Diplas 2000), boulder clusters (Tritico and Hotchkiss 2005; Lacey and Roy 2008), large woody 

debris, and aquatic vegetation (Neary et al., In Review). Barge and boat traffic also generate 

surface wakes, vortex shedding and turbulence (Bhowmik et al. 1982).  The above 

morphological complexities result in nonuniform flows with a wide range of bulk flow 

conditions, eddy frequencies and scales and velocity fluctuations.  

 

2.2 FLOW VARIABILITY IN RIVERS 

Classical models assume steady uniform flow, but unregulated rivers exhibit great variability of 

discharge and depth over time scales varying from hours to days depending on the size of the 

drainage basin.  The discharge of regulated rivers, such as tailwaters below hydropower dams, 

can change within minutes, but exhibit less depth and flow variability than regulated rivers. Fig. 

2.2 shows daily discharge and stage data on the Missouri River for an approximately twenty year 

period.  The discharge at this site varies over three orders of magnitude, and the stage varies 

from approximately 1 to 30 m.   

 

 
 

Fig. 2.2  Daily flow and depth time-series record for approximately twenty-year period of record 

(POR) on the Missouri River, Nebraska (USGS 06610000).  Blue indicates the daily values.  

Brown indicates the daily mean values for the (POR).  The inset plots show the flow and depth 

time series during field measurements by Holmes and Garcia (2009).  Borrowed with permission 

from Neary and Sale (2010). 
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Rivers can have extreme variations in flow and stage, and measurements on the order of several 

decades are typically required to obtain meaningful statistics on the flow variability.  It is 

impractical for instrument deployments to span the return periods found in rivers due to 

instrument limitations and prohibitive costs.  Alternatively, classical models developed from 

laboratory experiments to describe velocity and turbulence profiles in open channel flows may 

be used as a first approximation of river hydrokinetic resources (Neary and Sale 2010).  These 

classical models, however, need more extensive validation for large river flows, particularly for 

the transverse and vertical components of the normal Reynolds stresses (Nezu and Nakagawa 

1993).  These models include the power and logarithmic laws for the vertical mean velocity 

profile of a flat plate turbulent boundary layer flow and exponential decay models developed by 

Nezu and Nakagawa (1993) for normal Reynolds stresses of depth-limited boundary shear flows 

in open channel flumes. 

 

2.3 TIDAL CURRENTS AND TIDAL VARIABILITY 

Tidal currents are primarily derived from variations in tidal elevation, which are in turn derived 

from the gravitational forcing of the moon and sun on the earth's oceans. While currents are quite 

weak in the open ocean, in coastal environments relative constrictions can increase peak currents 

to 3-5 m/s (6-10 knots). At sites of hydrokinetic interest, currents are generally aligned to a 

principal axis on ebb (water flowing inwards) and flood (water flowing outwards). However, 

asymmetries between the strength and direction of ebb and flood are common and symmetric, 

rectilinear currents are an exceptional case. The tidal regimes at sites of practical importance for 

power generation are either semidiurnal (two ebb and flood tides of equal strength each lunar 

day) or mixed, mainly semidiurnal (two ebb and flood tides each lunar day with one cycle 

considerably strong than the other). In addition to gravitational forcing, the site-specific signals 

from estuarine circulation (e.g., stratification), wind, waves, and bathymetric effects may be 

present in measured currents. 

 

The time scales for tidal variability in the mean flow are fundamentally different than for rivers. 

Tidal currents vary continually in response to the lunar and solar gravitational interaction with 

the earth's oceans. An idealized model for tidal currents consists of a series of superimposed 

sinusoids corresponding to the relative position and orientation of the celestial bodies: 

 

, 

 

where i is a particular constituent and u, ω, and υ are its associated amplitude, period, and phase. 

As described above, the primary modulation is over the 24-hour lunar day, but longer turn 

modulations are also present, the 14.8-day neap-spring cycle being the most pronounced. During 

spring tides, the gravitational forcing from the moon and sun are in phase and currents are 

strongest. Neap tides occur when the gravitational forcing from these two bodies is out of phase 

and currents are weakest.  

 

In addition to the smoothly varying tidal forcing, measured currents also include residual 

currents associated with non-tidal variability at two primary time scales. Seasonally, 

stratification between salt water and fresh water in estuaries may drive residual currents. While 

   



N

i
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1
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these play a critical role in estuarine ecology, they may be a second order effect for hydrokinetic 

performance evaluation. For example, at sites in Puget Sound, WA, residual currents vary from 

approximately -30 cm/s (net outflow at surface) to 30 cm/s (net inflow at seabed) and may be 

quite weak at the middle of the water column (where tidal energy devices would be most likely 

to be deployed). An example of this is shown in Fig. 2.3. In comparison, peak tidal currents may 

exceed 300 cm/s throughout the water column. 

 

 
Fig. 2.3  Residual currents in northern Admiralty Inlet, Puget Sound, WA (September, 2007). 

Top panel: low pass filtered horizontal velocity as a function of depth and time (m/s). Bottom 

panel: unfiltered horizontal velocity at mid-water as a function of time. 

 

Over shorter time scales, tidal currents may depart considerably from the idealization of a 

smoothly varying sinusoid. An example of this is shown in Fig. 2.4. While tidal currents are 

dominated by the harmonic forcing of the sun and moon over time periods on the order of a lunar 

day, shorter term fluctuations may be pronounced. On time scales of longer than several minutes, 

influences include local bathymetric features, eddies created by headlands or other topographic 

features, or hydraulic control. These features may be periodic (e.g., secondary peak flood current 

prior to the true peak), but are not harmonic in the same sense as the tides (Polagye et al. 2010). 

On time scales shorter than several minutes, higher frequency fluctuations are associated with 

turbulence at various lengths and time scales (Thomson et al. 2010).   
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Fig. 2.4  Representative measured currents (northern Admiralty Inlet, WA, May 2009, mid-

water, 30 second ensemble average) 

 

2.4 VELOCITY AND TURBULENCE, DISTRIBUTIONS AND MAGNITUDES 

Over periods of steady or quasi-steady flow, Neary and Sale (2010) showed that vertical profiles 

of velocity and Reynolds stresses generally follow classical laws if large roughness effects and 

obstructions that perturb boundary shear flows are absent.  Mean longitudinal velocity profiles 

measured in large rivers are shown in Fig. 2.5a.  As expected, the mean velocity  is lowest near 

the channel bottom and increases as it approaches the free water surface z=D.  The maximum  

is usually near the free water surface.  Maximum  values range from 1 to 4 m/s and depths z 

from 1 to 35 m for the data reviewed.  Given that flow measurements for the Mississippi River 

by McQuivey (1973) were taken when the flow was well below the mean annual discharge Qm 

(Table 1), one would expect higher maximum  at higher z and flows Q>Qm.   

 

The corresponding longitudinal turbulence intensity profiles are shown in Fig. 2.5b.  These 

profiles also follow known trends with an exponential increase from the free water surface to the 

near wall region.  When comparing the velocity and turbulence profiles in Fig. 2.5b, one 

observes that the longitudinal turbulence intensity  ranges from approximately 0.05 to 0.5 

m/s and is usually an order of magnitude less than .  The no-slip condition requires that the 

turbulence intensity and all components of the Reynolds stress tensor are zero at the bottom of a 

fixed boundary, but field measurements are currently limited within the near wall region, even 

with state-of-the-art acoustic instruments, and rivers typically have mobile beds with non-zero 

mean velocity and Reynolds stresses.  The minimum and maximum range of elevations for 

measurements by McQuivey, Holmes and Garcia, Nikora and Smart, and Carling et al. were 

z/D=0.03-0.91, 0.02-0.96, 0.27-0.93 and 0.06-0.77, respectively. 
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Fig. 2.5  (a) Mean longitudinal velocity profiles.  (b) Longitudinal turbulence intensity profiles.  

The dashed horizontal line indicates z = 0.5 m.  HKEC devices will typically operate at depths 

greater than 0.5m off the bed.  Borrowed with permission from Neary and Sale (2010). 
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Field measurements of  non-dimensionalized by with the power law equation 

 

,

 

are shown in Fig. 2.6.  Based on the power law assumption, occurs at the surface (z/D = 1), 

but the measured data shows that can occur beneath the surface due to wind, wave and 

three-dimensional flow effects.   

The power law exponent  was observed by Neary and Sale (2010) to vary from 1/3 to 1/12 

between individual profiles, with a best fit value of 1/5.4 through all the data.  Variation in the 

exponent can be attributed to a number of causes, including measurement error, pressure 

gradients, roughness and three-dimensional flow effects.  The significant differences between the 

exponents would translate into more significant errors in drag and power acting on the energy 

extraction plane since drag and power are proportional to  to the second and third powers.  

Field measurements of normal stresses, e.g. , normalized by shear velocity  are 

compared in Fig. 2.7 with exponential decay models developed by Nezu and Nakagawa (1993) 

for steady uniform flow in smooth laboratory flumes 

 

These expressions are universal for smooth boundaries between (0.1-0.2)< z/D<0.9, independent 

of Reynolds and Froude number, and show that > > .  They do not 

apply near the wall approximately z/D<(0.1 to 0.2) as the no slip condition requires turbulence 

intensities to decrease from a maximum value to zero at z/D=0.  Nor do they apply in the free 

surface region above z/D<0.9, where is damped.  A peak value of =2.8 is 

observed in the near-wall region in wall coordinates at z+=17, where  (Nezu and 

Nakagawa 1993).  A peak in  was not observed in any of the data reviewed because the 

measurements were not taken close enough to the bed. 

The comparison by Neary and Sale (2010) indicated that field measurements are in reasonable 

agreement with the exponential decay models developed from laboratory flumes, although there 

is considerable scatter.  Measurement error as well as complex hydrodynamic effects 

summarized above are possible causes.  The measurements by Holmes and Garcia (2008) are the 

only known measurements of the normal Reynolds stresses and for large 

rivers (depths > 1 m and currents > 1m/s).  These turbulence measurements are in fair agreement 

with the exponential decay models, except near the surface where the models underestimate the 
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data.  Field measurements near the free water surface, however, are likely prone to error from 

wave motion and wind shear effects.  

 

 
Fig. 2.6  Power law velocity profiles with z normalized by D and normalized by . The 

solid black line represents the best fit of the power law with exponent 1/α through the data, and 

the resulting best fit α = 5.4 (R
2
 = 0.999).  The dotted and dashed lines represent the power law 

with exponent 1/3 and 1/12, respectively.  Borrowed with permission from Neary and Sale 

(2010).  Note: Measurements of  /  below 0.3 are likely noise contaminated. 
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Fig. 2.7  Exponential decay law profiles by Nezu and Nakagawa (1993) compared to field 

measurements, with z normalized by D and normal stresses, e.g. normalized by shear 

velocity Borrowed with permission from Neary and Sale (2010). 

 

2.5 VELOCITY AND TURBULENCE MEASUREMENTS AT TIDAL ENERGY SITES 

For tidal energy sites, the calculation of turbulence intensity (absolute or relative) is complicated 

by the inherently non-stationary mean flow. Returning to the previous idealization of the tidal 

cycle, an idealization of mean current velocity of a tidal cycle is a sine wave of given period and 

amplitude. The time rate of change of velocity is only non-zero at peak flood or peak ebb and at 

a maximum around slack. If the averaging window over which the mean is calculated is short 

(e.g., less than a minute), the additional "turbulence" introduced by a non-stationary mean should 

be small in comparison to the true turbulence. However, an averaging period of this length is not 

always possible and for averaging periods of greater than a few minutes, the spurious turbulence 

intensity masks true turbulence over most of the tidal cycle (Polagye and Thomson in 

''uu
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preparation). Second, any acoustic measurement of current velocity will contain additional 

variance associated with Doppler noise. Factors influencing Doppler noise for a single ping 

include vertical bin size, ADCP frequency, and the ambiguity velocity chosen to prevent phase 

wrapping. A correction for Doppler noise is presented in Thomson et al. (2010), but assuming 

that over the averaging window Doppler noise is normally distributed. Depending on the 

instrument sampling rate, it may not be possible to satisfy both the requirement of an averaging 

window short enough to prevent a substantially non-stationary mean and an averaging window 

long enough to ensure normal statistics for Doppler noise. In practice, mean tidal currents show 

more variability than in the case of an idealized sinusoid, but the complication of a non-

stationary mean is analogous. 

 

2.6 EFFECTS OF DEPTH VARIABILITY IN RIVERS 

The effects of large depth variability on the location of the energy extraction area and its 

centerline relative to the velocity and turbulence characteristic profiles are illustrated Fig. 2.8.  

Two river hydrokinetic devices at sites with a large range of seasonal depth variability are 

compared to a tidal site where depth variability is much less pronounced.  The centerline and 

height of the energy extraction plane is also non-dimensionalized with D, which causes the 

centerline and height to decrease with greater depth.  In theory, the normalized velocity and 

turbulence distributions would remain unchanged with depth and flow changes.  Therefore, Fig. 

2.8 illustrates the additional variation in velocity and turbulence that a device will experience 

over its design life as a result of moving up and down the relative depth z/D. This is a 

consideration whenever the characteristic length scales of the hydrokinetic extraction device are 

on the same order as water depth.  

 
Fig. 2.8  Effects of large depth variability on the location of the swept area (energy extraction 

area) relative to the velocity and turbulence profiles.  Borrowed with permission from Neary and 

Sale (2010). 
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2.7 WAVES 

While wave action introduces an additional source of stochastic variability to current 

measurements, this has not been a driving consideration for site assessment in the US. Most tidal 

site assessments have focused on partially sheltered estuarine locations where a combination of 

limited wave intensity and relatively deep water (10s of meters) reduces the wave effect to a 

second order consideration. The influence of waves may be considerable for open ocean sites 

(e.g., Aleutian Islands, AK) and is a major design consideration for tidal energy devices planned 

for deployment in unsheltered waters around the UK. 
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3. PROPERTIES TO BE MEASURED 

 

Resource characterization at sites identified for MHK device deployment requires measurements 

of the study reach bathymetry, bed substrates, in-stream flow structures, properties of the fluid, 

the flow field, and constituents in the water, e.g. salinity, the gradients of which may affect the 

hydrodynamics.  Specific parameters associated with these properties are given in the following 

sections. 

 

3.1 STUDY REACH BATHYMETRY 

Once the study reach and its upstream and downstream boundaries are delineated, the study 

reach bathymetry (x, y, z) should be mapped using techniques summarized by Muste et al. 

(2010).  The x, y, z coordinates should be reported in a standard coordinate reference frame that 

includes latitude, longitude, and National geodetic vertical datum (NGVD). The study reach 

should span the anticipated location of the EEP of the MHK device with the upstream and 

downstream boundaries ideally a minimum of ten channel widths apart.  Bathymetric mapping 

techniques recommended for MHK site resource characterization include single and multi-beam 

depth echosounders (SBE, MBE) coupled to a global positioning system (GPS) that is capable of 

receiving differential GPS corrections.  Protocols for bathymetric mapping using SBE and MBE 

are detailed in Section 4.1 below. 

 

 

 
 

Fig. 3.1  MBES bathymetry surface and corresponding sidescan image showing: a) the location 

of bridge pilling and woody debris; b) details of frames installed for bank protection. Borrowed 

with permission from Muste et al.  (2010). 
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3.2 FLUVIAL HYDRAULIC PROPERTIES 

 

3.2.1 Sediment Properties 

Sediment particle properties include the particle size d, specific gravity SG, shape factor SF and 

fall size ws.  Sediment mixture properties include the size distribution, which can be 

characterized by the geometric mean and standard deviation (dg, and g), the angle of repose and 

the porosity (volume of voids per volume of total space) p. 

 

3.2.2 Bed Forms 

Bedforms are characterized by wavelength  and height  along the study reach.  Typical bed 

forms that may be present in alluvial channels composed mainly of sand or fine gravels are 

illustrated in Fig. 3.2.  Fig. 3.3 predicts which of these bed forms is present and the roughness of 

the bed, characterized by Manning‘s roughness coefficient n, based on streampower oU for a 

given median particle size d= 0.47 mm.  When the streampower is relatively low for a given 

median particle size, lower regime bed forms illustrated in Figs. 11a-c are present.  The main 

contribution to flow resistance in the lower regime is form roughness.   Roughness n increases 

with streampower in the lower regime until a threshold streampower is reached, bed forms are 

washed out (Fig. 3.2d, transition), and roughness n drops dramatically.  Further increases in 

streampower, as a result of a flood for example, cause transition to upper regime bed forms 

illustrated in Figs. 11e-g.  Roughness n for these bed forms is still relatively low because the bed 

is either flat (Fig. 3.2e, plane bed) or the free water surface is in phase with the bed forms (Figs. 

11f-g, antidunes).  
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Fig. 3.2  Idealized bed forms in alluvial channels (Simons and Richardson 1966). 

 

 

 
Fig. 3.3  Relationship between bed roughness and sand bed form based on flume data (Guy et al. 

1966). 
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Flow resistance is mainly due to grain roughness in channels when boundaries are composed of 

paved sand or gravel, or upper regime bed forms. If sediments are present, core samples should 

be obtained to determine the substrate composition following protocols given in Section 4.2.   

 

3.2.3 Substrate Composition 

Sediments are traditionally divided into four size fractions that include gravel, sand, silt, and 

clay.  Sediments are classified based on ratios of the various proportions of the fractions. 

Definitions of the fractions can be standardized to the Wentworth grade scale shown in Fig. 3.4 

below. Specifically, the gravel-sized particles have a nominal diameter of 2.0 mm; sand-sized 

particles have nominal diameters from <2.0 mm to >62.5 µm; silt-sized particles have nominal 

diameters from <62.5 µm; to >4.0 µm; and clay is < 4.0µm. 

 

 
 

Fig. 3.4  Wentworth grade scale (Poppe et al. 2004). 
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3.2.4 Substrate Stability 

For gravel and cobble channels, studies have shown that the development of a coarse surface 

(pavement) layer significantly reduces the availability of finer subpavement sediments and the 

amount of bed load transport in streams (Bathurst 2007).  As a result of surface armoring, finer 

subpavement sediments can be protected even during high flows, including bankfull discharges.  

Two modes or phases of bed load transport are observed.  In Phase 1 transport, fine sediments 

are transported over an undisturbed armor layer.  In Phase 2 transport, the pavement layer is 

broken up, the fines are exposed and fine and coarse materials from both pavement and 

subpavement layers are transported.  Bathurst (2007) validated a relationship for the threshold 

discharge per unit width     that performs well over a wide range of slopes and PSDs of 

pavement materials.  

 

Bathurst‘s threshold discharge per unit width     is calculated along with the bankfull water 

discharge per unit width      to assess the substrate stability of reference channels under 

bankfull flow conditions, where 

 

               
          

 

    =bankfull discharge (m3/s),     =bankfull flow section area (m2),     =bankfull width 

(m),     =average or mean bankfull depth (m), g=gravitational constant (9.81 m/s
2
),    =84

th
 

percentile particle size from pavement sample (m),  =channel slope (m/m).  If          or 

           the bed substrate is broken up and unstable under bankfull flow.  Conversely, if 

           the bed substrates remain stable.   

 

The substrate stability analysis is a necessary but not sufficient condition for morphological 

stability.  Coarse bed channel reaches must also be competent to transport sediments supplied to 

prevent aggradation.  Therefore, competency to pass the largest particle supplied, based on the 

condition that the average boundary shear stress is equal to the permissible shear stress of the 

largest particle, should also be determined following standard protocols given by Rosgen (1996) 

and others (e.g. Chang 1998) as an additional condition for morphological stability.  If time and 

resources allow, sediment capacity, the ability to transport the total bed material load supplied, 

should also be evaluated.   

 

For lower regime bed forms in sand bed channels, the application of Guy et al.‘s plot discussed 

above is recommended to determine the discharge that corresponds to a washout of bed forms 

that would cause severe disruption of the bed and impacts to benthic organisms like mussels.  

 

3.3 TEMPERATURE, DENSITY AND VISCOSITY 

Water temperature T [], density  [ML-3] and kinematic viscosity  [L2T-1] are all important 

fluid properties that must be measured and reported for resource characterization.  For 

freshwater, density and viscosity are dependent directly on temperature as shown in tables in 

standard fluid mechanics or fluvial hydraulics texts (e.g. Chang 1998).  Therefore, only the water 

temperature has to be measured coincidental with the flow measurements in fresh water. 
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Protocols for measuring temperature in natural channels are detailed in Section 4.3 below. In 

tidal environments, density and viscosity depend on both temperature and salinity, necessitating 

measurements of both temperature and conductivity (salinity being a function of conductivity 

and temperature). Protocols for measuring conductivity in tidal channels are detailed in Section 

4.4 below. 

 

3.4 TURBIDITY 

Heavy concentrations of suspended sediment, defined herein as sediment concentrations C 

exceeding an order of magnitude of 10,000 mg/L, can cause significant changes to the flow field.  

Turbulence is damped by reducing velocity fluctuations and momentum exchange.  As a 

consequence local velocities and velocity profiles have been reported to increase.  It is therefore 

recommended that sediment concentrations at the site be determined by periodic grab samples to 

determine suspended sediment concentrations (SSC) that can be used to calibrate turbidity 

sensors that are continuously deployed over the measurement period as detailed in Section 4.4 

below. 

 

3.5 FLOW FIELD PROPERTIES 

The flow field within a natural channel reach is the distribution of the instantaneous streamwise 

x, cross stream y, and vertical z components of velocity (u, v, w) and pressure p over space and 

time.  These flow field properties are typically time-averaged for turbulent flows to reduce the 

amount of information to a tractable description of the flow field for engineering analysis.  For 

example, Fig. 3.5 illustrates the spatial variation of the time-averaged u (normalized with the 

bulk velocity) at an x=constant plane for a natural channel section.  The time-averaged u can also 

be spatially averaged over the entire section to determine the bulk or section mean velocity Ub. 

 

 
Fig. 3.5  Results of ADCP transect averaging, top: contour of normalized streamwise velocity 

(u/Ub), bottom: V and W velocity vectors (Gunawan 2010) 
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3.5.1 Bulk Flow and Section Geometry Properties 

Bulk flow properties are steady or quasi-steady flow properties that characterize the flow over a 

channel cross-section at the time of measurement, or for a statistically recurring flood or drought 

with an average annual return period T [T] in years estimated from gage records.  If the flow 

discharge at the time of measurement is defined as Q [L3T-1], bulk velocity is defined as  

 

              

 

where A [L2] is the cross-section area.  Other section geometry properties include the channel 

top width B [L], hydraulic depth Dh [L], wetted perimeter P [L], and hydraulic radius Rh [L] 

where 

 

             

 

             

 

B is the width normal or perpendicular to the flow from the true left edge of water to the true 

right edge of water, where true left and right are defined by an observer facing downstream.  P is 

the length along the channel boundary that is in contact with the water between these two points.  

 

Once the Ub and the geometric properties are determined, the Reynolds number R and the Froude 

number F can be calculated as  

 

        
       

 
 

 

        
  

    
 

 

R and F are nondimensional numbers that indicate the flow state and flow regime.  R above 

2000-4000 indicates that inertial forces dominate over viscous forces, which causes instabilities 

and turbulence.  Since R in natural channel flows in large rivers and tidal channels are typically 

well over 10
5
, these flows are in a turbulent flow state.  F below one indicates that the celerity or 

speed of propagation of a small surface wave        is greater than the bulk velocity (i.e. 

gravitational forces dominate over inertia).  F for large rivers and tidal channels are typically less 

than one, indicating subcritical flow regimes in which the flow upstream is influenced by 

downstream conditions. 

 

Examples of bulk flow properties for large rivers reported by Neary and Sale (2010) are 

summarized in Table 1.  All Reynolds numbers are above 400,000 and Froude numbers indicate 

subcritical flows for all measurements with the maximum Froude number occurring for the 

Hurunui River in New Zealand (Nikora & Smart 1997). 

 

Table 1  Bulk flow properties of reviewed open channel flow data 

Investigators site Qm Q
*
 Davg

*
 W

*
 Re

**
 Fr

**
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    (m3/s) (m3/s) (m) (m) (106)   

McQuivey (1973) Mississippi 19000a 7900-9200 7.4-16 570-890 3-9 0.06-0.17 

McQuivey (1973) Missouri 910b 890-920 2.9-3.1 200-210 4-38 0.19-0.35 

Holmes & Garcia (2008) Missouri 2200c 1400 4.9 350-400 5-9 0.13-0.17 

McQuivey (1973) 

Rio Grande 

canal NR 14-26 0.85-0.91 21-22 0.8-1.3 0.36-0.49 

Nikora & Smart (1997) Hurunui NR 250 1.2 85-90 1-5 0.70-0.79 

Carling et al. (2002) Severn NR 100 NR  NR  3-6 0.10-0.16 

McQuivey (1973) 2.44m flume NR 1-2 0.33-0.53 2.44 0.4-0.8 0.69-0.74 

NR = not reported 
* reported by original investigators at time of measurement 
** derived by authors, using depth averaged velocity and local water depth  
a mean annual discharge from nearest USGS station #07289000, record period: 2009 
b mean annual discharge from nearest USGS station #06610000, record period: 1953-2009 
c mean annual discharge from nearest USGS station #06935965, record period: 2001-2010 

 

3.5.2 Mean (Reynolds or time-averaged) Flow Properties 

Because the flows in large rivers and tidal channels are turbulent, the flow field properties at any 

given point, for any instant in time, depart from the mean (time-averaged) flow over relatively 

small space and time scales as illustrated in Fig. 3.6. These time scales can be characterized from 

small (i.e., Kolmogorov microscale = ) to large (i.e., convective time-scale = ), where 

 is the kinematic viscosity,  is the energy dissipation rate per unit mass, L is a characteristic 

length scale of the channel geometry (e.g., flow depth) and  is a characteristic mean velocity.  

Turbulent flow is three-dimensional and three-component and is characterized by a continuous 

range of flow scales in the form of rotational motion (vortices or eddies).  This range of spatial 

scales in a turbulent flow is dependent on the Reynolds number, R, where the higher the 

Reynolds number the broader the range of scales. The smallest scale in a turbulent flow is 

limited by the fluid viscosity and is estimated by the Kolmogorov (spatial) microscale, η = 

(ν
3
/ε)

¼
, while the largest spatial scale is characterized by the channel bounding geometry, L or a 

multiple thereof.  
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Fig. 3.6  Definition sketch defining coordinate system and mean and instantaneous flow profiles. 

 

Turbulence occurs in both wall bounded (solid surfaces such as the bed floor) and in free shear 

flows such as wakes of devices, shown in Fig. 3.6.   In addition to these turbulent inflow 

structures, unsteady downstream flow structures, that may be locally turbulent, may exist such as 

vortical flow structures and unsteady or cyclic flow shedding.   The types of vortical flow 

structures that  would be dependent on device design and mounting configuration, but may 

consist of blade tip vortices, tower / bed-floor junction vortices and Karman vortex street 

associated with flow shedding off of structures.  The downstream wake of the device will consist 

of both large scale (on the order of the rotor plane) and smaller scale flow structures.  The large 

or macro-scale momentum deficit wake of the device may have a rotational flow pattern related 

to blade rotation and will have characteristics cyclic frequencies associated with the blade 

passage frequency.  The smaller scale structures will consist of individual wakes, vortices and 

flow unsteadiness as illustrated in Fig. 3.6     Proper characterization of both the inflow and 

downstream flow features is important in determining overall device performance in single and 

array deployments.  While the mean flow resources directly impact long term device output and 

performance, it is the short term unsteady flow characteristics which impact unsteady loads on 

the device components, vibration and sound generation.  

3.5.2.1 Mean (Time-averaged) Velocity 

The instantaneous velocity component  v, w is decomposed into its time-mean and 

turbulent fluctuation,  along its respective axis , y, z as illustrated in Fig. 3.6. 

The instantaneous velocities u, v, w are defined herein as the streamwise, cross-stream, and 

u
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vertical velocity component, respectively.  The most common means of characterizing a flow 

field is to measure the statistics of the flow from mean velocity up through higher order statistics 

such as the flow skewness and kurtosis. These statistical measures can provide a wealth of 

information related to the time or space averaged flow, however, they do not provide a measure 

of the scale and of the instantaneous, unsteady flow structures that may be important in 

generating unsteady loads, vibration and noise.  These unsteady flow structures tend to have 

smaller spatial scales with higher magnitude fluctuations and local gradients than the time 

averaged profiles would suggest. 

 

Fig. 3.7 shows the mean horizontal velocity, at Marrowstone Island, WA study site, calculated 

from ADCP data (see Richmond et al 2011).  The averaged velocity data appears to have a good 

agreement with the log law and, at most of the profile, with the power law. Deviations from the 

power law are observed near the surface and bed. The log and power law equations used are in 

the following form: 

 
        

      
 

 

   
   

 

  
  

 

where        is the flow friction or shear velocity and   is the surface roughness length; both are 

estimated using a nonlinear least square regression fitting. 

 

        

        
  

 

    
 
 

 

 

where          is the reference velocity (i.e., horizontal velocity at the hub of MHK devices), z 

is the height above the seabed,      is the height of the hub from the seabed and  is the 

exponent for the power law.  

 

 
Fig. 3.7  Horizontal velocity as function of height above seabed for non-slack tidal condition, 

curve fitted with the power and log laws. The gray colored lines represent individual record of 

the horizontal velocity profiles, and red circle markers represent ensemble average of the 

horizontal velocity profiles (Richmond et al 2011). 
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3.5.2.2 Turbulence Intensity and Reynolds Stresses  

The turbulence intensity is a vector quantity with each component derived from the three normal 

Reynolds stress terms in the Reynolds-averaged-Navier-Stokes (RANS) equation 

 

 

where each instantaneous velocity component  v, w is decomposed into its time-mean 

and turbulent fluctuation,  along its respective axis , y, z. The instantaneous 

velocities u, v, w are defined herein as the streamwise, cross-stream, and vertical velocity 

component, respectively. 

 

The RANS equation states that the rate change of momentum of a fluid element per unit volume 

is balanced by the forces per unit volume acting on the fluid element. Forces on the right hand 

side of the equation include the gravitational body force, the mean drag force, the isotropic 

hydrostatic pressure force, viscous stresses, which are negligible outside the viscous sublayer, 

and Reynolds stresses caused by turbulence. The Reynolds stress tensor is symmetric and 

includes six terms, three along the diagonal that are normal stresses, and the three non-diagonal 

terms that are shear stresses. 

 

 

 

 

The Reynolds stress tensor physically represents the momentum flux or transport of one 

fluctuating velocity component by the fluctuating or turbulent velocity components,   However,  

it is a mathematical statistical quantity defined by the velocity fluctuation variance and cross-

correlations.  The square root of the normal stresses divided by the density, , , 

, are denoted alternatively in the literature as turbulence intensities, root mean squares (RMS), 

,
 

, , or standard deviations, .   It should be noted that the 

Reynolds stress tensor is not invariant under coordinate system rotation and the magnitude of the 

measured stresses is a function of the flow direction. 

 

Accurate measurement and interpretation of the Reynolds stresses can be problematic due to the 

mathematical definition of the quantities where noise, instrument motion and spatially and 

temporally varying flow structures can contribute significantly to the magnitude of these 

statistics.  The following laboratory or field test phenomena can impact the accuracy of the 

measurement of the Reynolds stresses.  Ambient or instrument noise floors can increase the auto-

correlation statistics and reduce the cross-correlation estimates.  These noise sources will 

increase the spectral noise floor masking some features of the flow spectra and can be of a flat 
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white noise spectral nature or frequency dependent.   It will be shown later that ADV noise is 

component dependent the off-axis components exhibiting higher noise floors than the on-axis 

component.  This increased noise in two of the three components of velocity will not only bias 

the normal statistics (increasing variance) but will also decrease the cross-correlations or 

Reynolds shear stress measurements. 

 

The instrument spatial resolution and frequency response must be sufficient to resolve the flow 

features of interest. Poor spatial and temporal resolution will impart a low-pass filtering effect on 

the measured data. Flow induced vibration of the instrument, device or system can impact the 

statistical measures in both uncorrelated and/or correlated manners that can bias both the auto 

and cross correlation statistics respectively. Finally, flow features associated with non-turbulent 

oscillating or meandering flow structures, flow shedding or cycle-to-cycle flow variations in 

cyclic flows can show up as a pseudo-turbulence to a fixed point, non-moving measurement 

probe.  The data acquisition and processing of the measurement signals can also impart a bias to 

the processed statistic or may be needed to properly assess flow structure and scale. For example, 

noise filtering or other de-noising techniques may inadvertently filter or bias processed data.  

Phase encoded sampling or multi-point measurements may be needed to accurately determine 

flow scale size, strength and duration. Probe vibration compensation is a complicated problem to 

address and will be discussed later. 

  

Historically the streamwise turbulence intensity, σu, has been adopted as a measure of the amount 

of turbulence. This is likely a result of the limitation of one-component instruments for 

measuring turbulence, like hot-wire anemometers, that were used in the past (e.g., McQuivey, 

1973). A second measure is horizontal turbulence intensity, which includes both streamwise and 

cross-stream components. A third measure of turbulence at a point is the turbulent kinetic 

energy, which includes all turbulence intensity components, TKE = 0.5 . 

Turbulence intensities are commonly normalized by the shear velocity, u*  or the local 

streamwise mean velocity, . The hear velocity is defined by √τw where τw is the skin friction 

at the solid boundary and  is the fluid density and can be estimated by several different methods 

such as from the logarithmic velocity profile or the linear Reynolds shear stress distribution (see 

Biron et al., 2004 for a comparison of six different methods). Relative turbulence intensity is 

referred to as σi/u* and σi/  .  

 

In the inner flow region of a fully developed turbulent boundary layer, turbulence is scaled by 

inner variables such as u* and the kinematic viscosity ν if the law of the wall is satisfied (Nezu 

and Nakagawa, 1993). This region is close to the wall (bed) at z/D < 0.2, where z is the vertical 

height above the bed and D is the flow depth. An approximate scaling of turbulence by u* is as 

well obtained farther away from the wall in the intermediate flow region 0.1 < z/D < 0.6 where 

there is a balance between turbulent energy production and dissipation. Nezu and Nakagawa 

(1993) derived semi-empirical equations to describe relative turbulence intensity in the 

intermediate flow region indicating a decrease in relative turbulence intensity with increasing 

distance from the bed: 
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These equations have been shown to give good predictions of measured relative turbulence 

intensity profiles over unobstructed smooth and rough bed open-channels irrespective of 

Reynolds and Froude numbers (Nezu and Nakagawa, 1993).  Comparison by Neary and Sale 

(2010), which includes additional high Reynolds number river turbulence measurements, 

supports this observation. Measurements of mean velocity and relative turbulence intensity for 

rivers with large Reynolds numbers compared to laboratory flumes are rare due to the difficulty 

of deploying acoustic Doppler velocimeters in deep flows with fast currents. The data compiled 

and evaluated by Neary and Sale (2010) represents, to the authors‘ knowledge, all known 

turbulence measurements reported to date for rivers over one meter depth, including those by 

Nikora and Smart (1997) and Holmes and Garcia (2009). Results are shown in Figs. 6 and 8. 

Flow depths in this data set vary from approximately D = 0.5 m to 35 m for the Mississippi River 

with mean velocities ranging from = 0.5 m/s to 3.8 m/s. Considering the challenge of accurate 

measurements of turbulence in large rivers, as well as the difficulty in estimating the shear 

velocity, the comparison between measured and predicted profiles shown Fig. 2.7 indicates that 

Nezu and Nakagawa‘s models 1-3 perform fairly well in large rivers. 

 

The derivation of the above exponential equations is based on the k-ε turbulence model (Nezu 

and Nakagawa, 1993) where turbulent energy production and dissipation are in local equilibrium. 

These equations are only applicable in the intermediate region of a fully developed turbulent 

boundary layer. These equations (and u* scaling) should not be used for developing or disrupted 

boundary layers such as those induced by flow separation (McLean et al., 1994) and/or in altered 

flows. Scaling by u* in the wake of bluff bodies is incorrect as the flow structure is no longer 

influenced by the local bed geometry and turbulent energy generation is not equal to dissipation. 

 

Normalization (or scaling) of turbulence statistics is performed to evaluate and compare values 

between studies under varying flow and boundary conditions (e.g., experiments with differing 

bed roughness) and to develop universal expressions. For these objectives, the absolute 

magnitude of the turbulence is less important than the normalized turbulence statistics. However, 

for studies investigating MHK device-flow interactions, it is important to take into consideration 

the magnitude of the turbulence experienced by the device. Turbulence levels in laboratory 

experiments may not exceed the thresholds found in natural flows, which may cause an 

undesirable loading that affects efficiency and fatigue. Normalizing turbulence by u* or  tends 

to obscure the magnitude of the turbulence experienced as illustrated by comparing streamwise 

intensity, nondimensionalized shear velocity (Fig. 2.7) with its dimensionalized value.  

Normalizing by the shear velocity masks the effect of the streamwise velocity and Reynolds 

number and could have a marked impact on the experimental observations and conclusions. For 

example, the normalized turbulence intensity measured in two separate experimental setups may 

be quite similar, while the turbulence magnitudes could be of different orders.  
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4. INSTRUMENTATION, DEPLOYMENT AND MEASUREMENT PROTOCOLS 

 

4.1 BATHYMETRIC MAPPING WITH ECHOSOUNDERS 

Bathymetric mapping techniques recommended for MHK site resource characterization include 

single and multi-beam depth echosounders (SBE, MBE) coupled to a global positioning system 

(GPS) that is capable of receiving differential GPS corrections.  Each of these techniques is 

illustrated in Fig. 4.1 below.  Bathymetric mapping using these techniques is preferable at the 

high water depths corresponding to flows above the mean annual discharge because 

unsubmerged portions of the channel reach cannot be mapped. 

   

 
 

Fig. 4.1  Depth Echosounder using: (a) single beam; and (b) multi-beam.  Borrowed with 

permission from Muste et al.  (2010). 

 

As shown in Fig. 4.1, high resolution MBE can resolve bed forms, such as sand dunes, and large 

roughness elements.  

 

4.2 SEDIMENT PROPERTIES, BED FORMS, SUBSTRATE COMPOSITION, 

ROUGHNESS AND SUBSTRATE STABILITY 

 

4.2.1 Bed Forms 

High resolution SBE and MBE can be used for measuring the wavelength  and height  of bed 

forms. Substrate samples using methods described below should be obtained to determine the 

composition of the bed and any spatial variations in substrate composition. 
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4.2.2 Substrate Core and Grab Sampling Equipment and Methods 

Sediment samples collected in deep waters are normally collected using either a springloaded 

sediment dredge, benthic grab sampler (Fig. 4.2), gravity core sampler, Ogeechee core sampler, 

VibeCore-D sampler (Fig. 4.3) or other similar equipment. Standard operating procedures for 

sediment sampling are detailed in TVA-KIF-SOP-05, Revision 2 (Environmental Standards, Inc. 

2010): 

 
(a) Locate sediment sampling locations based upon the project work control documents;  

(b) Locate sediment sampling locations using a portable GPS unit, if possible;  

(c) Document locations in the field logbook and conduct photo-documentation in 

accordance with the Photograph Management SOP (TVA-KIF-SOP-26);  

(d) Use a properly decontaminated sampler to collect sediment samples;  

(e) When using a spring-loaded sediment dredge or benthic grab sampler, lower the 

sampler into place in an open position, and trip the sampler to close;  

(f) If necessary, subdivide the sample into the appropriate depth intervals when using a 

core sampler;  

(g) Log the sediment sample according to the USCS or the Burmeister Classification 

System in the field logbook or on project-specific soil boring logs. 

 

The Ponar Type Grab sampler (Fig. 4.2) is a commonly used sampler that is very versatile for 

bottoms consisting of sand, gravel and clay. However, this type of sampler is not suitable for 

bottoms consisting of moderate to large cobbles. 

 

 
 

Fig. 4.2  Ponar-type grab samplers (Rickly Hydrological Company 2010). 
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ASTM Standard D4823 - 95(2008) covers core-sampling submerged, unconsolidated sediments. 

It also covers terminology, advantages and disadvantages of different types of core samplers, 

core-distortions that may occur during sampling, techniques for detecting and minimizing core 

distortions, and methods for dissecting and preserving sediment cores. Sampling procedures and 

equipment are divided into categories based on water depth. Critical dimensions and properties 

of open-barrel and piston samplers like the cutting-bit angle, core-liner diameter, inside friction 

factor, outside friction factor, area factor, core-barrel length, barrel surfaces, and chemical 

composition of sampler parts shall conform to this standard guide. The following factors shall be 

considered for decisions in choosing between an open-barrel sampler and a piston sampler: depth 

of penetration, core compaction, flow-in distortion, surface disturbance, and repenetration. 

Driving techniques included in this guide are free core samplers, implosive and explosive 

samplers, punch-corer samplers, vibratory-driven samplers and impact-driven samplers. Guides 

are also included for collecting short cores in shallow water, collecting long cores in shallow 

water, and collecting short and long cores for a range of water depth. Field record shall be 

provided for every sampling operation. Guides are also provided for core extrusion for samplers 

with no liners, slitting core and core liners, sectioning cores, sampling through liner walls, 

preserving cores, and displaying cores. 

 

Other standards to consult include: Tennessee Valley Authority (TVA). Field Documentation 

SOP (TVA-KIF-SOP-06), February 2009; TVA. Field Quality Control Sampling SOP (TVA-

KIF-SOP-11), April 2009; TVA. Photograph Management for the TVA Kingston Fossil Plan Ash 

Recovery Project SOP (TVA-KIF-SOP-26), October 2009; TVA. Standard Operating Procedure 

for Sediment Sampling SOP (TVA-KIF-SOP-05, Revision 2), June 2010; TVA. Sampling 

Labeling, Packing, and Shipping SOP (TVA-KIF-SOP-07), 2009; Specialty Devices, Inc. 

VibeCore-D Operating Manual. Revision 5, March 2008. 

 

It should be recognized that collecting bottom or core samples from deep, fast moving waters is 

not a common activity and complications may be encountered when following standard protocols 

described above. 

 

 



 

45 

 

 
 

Fig. 4.3  Deployment of 3-inch VibeCore-D Sampler for deep water sediment sampling. 

VibeCore Brochure 2008. 

 

4.2.3 Methods for Determining Particle Size Distribution 

In a laboratory setting, the distribution of particle sizes larger than 75 micrometers (retained on 

the No. 200 sieve) is determined by sieving, while the distribution of particle sizes smaller than 

75 micrometers is determined by a sedimentation process using a hydrometer. The balances, 

stirring apparatus, hydrometer, sedimentation cylinder, thermometer, sieves, water bath or 

constant-temperature room, beaker, and timing device used in the method are specified in ASTM 

Standard D422, 63(2007).  The sediment sample should be dried prior to sieving following 

ASTM Standard D421 - 85(2007).  Sieves shown in Fig. 4.4 are used for separating the sample 

into standard size fractions as shown in Fig. 4.5. From these size fractions, a cumulative particle 

size distribution (PSD) curve can be calculated as shown in Fig. 4.6.  The PSD curve provides 

information on the composition of the substrate and specific particle sizes that have been 

correlated with Manning‘s roughness n.  
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Fig. 4.4  Mechanical sieve shaker with five sieves and bottom pan. 

 

 
 

Fig. 4.5  Bed sediments separate with standard 12‖ mechanical sieve kit (From Neary 2009). 
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Fig. 4.6  Cumulative particle size distribution to determine surface roughness of gravel stream 

channel (Neary 2009). 

 

Other important standards to reference include ASTM D 2487 Standard Practice for 

Classification of Soils for Engineering Purposes (Unified Soil Classification System), and the 

Burmeister Soil Classification Naming System. (Burmeister 1949).  Sediment data for MHK 

resource characterization should be reported following protocols by Poppe et al. (2003) as single-

point vector datasets with sample identifiers, navigation, textural attribute information, and 

metadata. 

In-situ optical measurements are possible, either to measure turbidity (optical backscatter - OBS) 

or sediment size distribution (laser in-situ sizing and transmissometry - LISST). Calibration 

against laboratory samples may be required. Further, progressive biofouling may complicate 

long-term optical measurements of suspended sediment. 

 

4.3 TEMPERATURE AND PRESSURE 

Vented cabled temperature-pressure sensors are available from a number of vendors to record 

water temperature T [] and pressure p [FL-2]. density  [ML-3] and kinematic viscosity  [L2T-

1].  For example, the In-Situ Troll 500 has a media-isolated piezoresistive silicon strain gauge 

pressure sensor with a range that can be rated up to 70 m, an accuracy of       full scale and 

resolution of 1 mm.  The temperature sensor uses a platinum resistance thermometer with a range 

of -5
o
C to 50

o
C, accuracy of      C, and resolution of 0.01

o
C. 
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4.4 TURBIDITY AND CONDUCTIVITY 

Turbidity is commonly observed with a nephelometer, which measures the fraction of source 

light scattered at 90
o
. Conductivity sensors may be divided between those which are actively 

pumped and those which make a passive measurement. Pumped sensors are more accurate, but 

the power requirements for the pump may be problematic for stand-alone deployments. For 

either type of conductivity sensor, biofouling is a concern for long-term deployments, as shown 

in Fig. 4.7. Because instrument resolution and accuracy varies with scale range, some initial 

assessment of turbidity and conductivity is necessary for optimal sensor selection.   

 

 
Fig. 4.7  Salinity measurements obtained from northern Admiralty Inlet, WA with a Seabird  

16plus v2 showing the effect of biofouling in the salinity step change during instrument turn-

around. 

4.5 MEAN (REYNOLDS OR TIME-AVERAGED) FLOW PROPERTIES 

 

4.5.1 Velocity Measurements using Acoustic Methods 

As described by Muste et al. (2010): 
 

― … an acoustic pulse (ping) of a known frequency (F) is sent out by a transducer into the water 

column along the acoustic beam. A fraction of that acoustic pulse is reflected by small particles in 

the water return to the transducer at a frequency (F`) that has been shifted due to the Doppler effect. 

The water velocity along the acoustic beam is determined using the Doppler shifts of sound waves 

reflected from the particles moving with the water velocity (V). The change in signal amplitude or 

frequency (the frequency shift is actually determined from the slope at zero shift of the covariance 

function) in conjunction with the travel time is used to estimate the location of the measurement and 

the velocities along the beam path.‖ 
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Fig. 4.8  Acoustic Doppler velocity instruments: a) illustration of the Doppler effect; b) ADV for 

point measurements; c) Horizontal ADCP for instantaneous horizontal velocity profiles; d) 

ADCP for instantaneous measurement of vertical velocity profiles. From Muste et al. (2010). 
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Muste et al. (2010) describe the three most commonly used acoustic instruments used for 

velocity measurements in the field. 

 

Acoustic Doppler Velocimeters (ADV) measure flow velocities using the Doppler shift principle 

(Kraus et al. 1994). The instrument typically consists of a sound emitter, three or four sound 

receivers, and a signal conditioning electronic module. An ADV can measure 2D or 3D water 

velocity components within a small sampling volume (of the order 1 cm
3
) at short distance 

(between 5 and 18 cm) from the instrument head (see Fig. 4.8b) with sampling frequencies up to 

200 Hz. However, most common implementations of ADV systems are limited to frequencies 

below 50 Hz due to processing algorithms, acceptable levels of measurement uncertainty and 

measurement stand off distances.  ADVs are well suited to characterize mean flow and some 

turbulence characteristics at discrete points (Nikora and Goring, 2004; Nystrom et al., 2007, 

Gunawan et al. 2008; Fox and Belcher, 2009; Thomson et al. 2010). For large rivers or tidal 

flows, the greater challenge is stably deploying the ADV at the discrete point of interest.  

 

Acoustic Doppler Current Profilers (ADCP) have continuously been developed since their 

inception in the early ‗80s (Christensen & Herrick, 1982; Gordon 1989; Simpson, 2001). There 

is a vast literature describing ADCP‘s underlying principles, configuration, and operational 

aspects (e.g., Gordon, 1989; Simpson and Oltman, 1993; RDI, 1996; Sontek, 2000). ADCPs 

transmit sound pulses (pings) pointing in several directions (typically 3 or 4) in the water 

column, and subsequently listen to the returning echoes from particles moving in the acoustic 

beam (Fig. 4.8d). The echo received from a pulse traveling through the water column is range-

gated to produce successive segments, called depth cells or bins (see Fig. 4.8d). The relative 

velocity between ADCP and particles in each depth cell is determined using the frequency 

difference between transmitted and echoed acoustic signals due to Doppler frequency shift 

(narrow band system) or using the phase difference between two superimposed echoes (pulse 

coherent and broad band system). Coordinate transformation is then used to convert measured 

velocities from beam to instrument coordinates (accounting for beam angle and orientation) and 

then instrument to earth coordinates (accounting for pitch, roll, and heading). A three beam 

ADCP is a minimum requirement to provide three component current velocity in each bin 

whereas a four beam ADCP provides an extra velocity component useful for estimating the error 

resulting from inhomogeneous sampling (beam divergence throughout the water column). When 

the ADCP is deployed from a moving platform such as a boat, an autonomous underwater 

vehicles (AUV) or a remotely operated vehicle (ROV), the relatively velocity between the ADCP 

and the earth is required for computing the relative velocity between the particles and the earth. 

The movement of the ADCP relatively to the earth is typically measured using GPS or the ADCP 

bottom tracking capability, a feature commonly available in ADCPs. 

 

Horizontal Acoustic Doppler Current Profilers (HADCP) are an ADCP variant which utilize 

monostatic transducers that are fixed on special side-looking mounts (see Fig. 4.8c). Acoustic 

pulses are sent horizontally into the water body along two horizontal diverging beams. A signal 

processing software is used to analyze the returning beams to calculate multiple velocities from 

numerous range-gated sample volumes (bins) along the beam path. The HADCP output is a two-

component horizontal water velocity profiles along a line across the channel cross section.  

 

 



 

51 

 

4.5.2 ADV Instrument Details 

The acoustic Doppler velocimeter (ADV) is a semi-invasive instrument with a probe that 

consists of an acoustic measurement head, comprising an acoustic transmitter and three or four 

receivers, a support shaft and a signal conditioning module.  Devices are commercially available 

through several manufacturers providing a range of instrument designs and operating capabilities 

(measurement volume resolution, accuracy, velocity range and standoff distance).  Fig. 4.9 

provides a photo of the Sontek Vectrino ADV and the Nortek ADV probe measurement head.   

 

 
Fig. 4.9  Photograph of Sontek 10MHz ADV(left) and an illustration of Nortek Vectrino ADV 

probe head with four receive beams (right) (Adapted from Sontek 2011 and Nortek 2009). 

 

A typical system consists of four modules: the sensor, a signal conditioning module, a signal 

processor and computer.   An ADV operates by transmitting an acoustic pulse with a defined 

frequency and pulse duration.  Three or four acoustic receivers are positioned and focused on a 

finite volume of space intersecting with the transmitted beam path as shown in Fig. 4.9.  This 

overlapping volume is referred to as the sampling volume of the device.  The recorded echo 

sound energy is shifted in frequency by an amount proportional to the velocity of the echo 

producing subject, a suspended particle moving with the local fluid velocity or a turbulent eddy.  

This frequency shift is known as the Doppler shift.  This Doppler shifted frequency, measured by 

each receiver, is due to the relative velocity of the flow with respect to the probe and is 

proportional to the component of the flow velocity along the bisector of the transmit and receive 

beams.   Since the probe measures the velocity of the scattering particle and not the fluid itself,  

the operation of the system has the underlying assumption that the scattering particles adequately 

follow the fluid flow.   This assumption has been well addressed in the Laser Doppler 

velocimetry and particle image velocimetry applications over the past 50 years.  In general,  the 

density  of the particle relative to the fluid density and the particle size will influence the 

particles ability to follow the fluid flow.  Raffel et. al. (2007) provides a discussion on tracer 

particle sizing.  The particle relaxation time is a convenient measure of the tendency of a particel 

to attain equilibrium with the local fluid velocity.   

2
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Scattering sources that due not follow the local flow will bias the measurement statistics. 

 

Underwood (1994) provides a detailed discussion of the features, capabilities and operation of 

the ADV. The ADV sensor sampling volume, formed at the intersection of the transmitter and 
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receiver beams, is typically a cylindrical volume on the order of several mm in diameter with a 

length that is comparable to  the diameter.  The sampling volume is displaced from the probe 

head due to the probe head design.  The absolute displacement is a function of probe design and 

can vary from several cm to over 15 cm. 
 

4.5.3 ADCP Instrument Details 

Acoustic Doppler Current Profilers (ADCPs) work by transmitting acoustic pulses (for example 

at 150-1200 kHz) from each of two to five diverging acoustic transducers (Fig. 4.10).  A four 

transducer arrangement is known in literature as a Janus configuration.  After the pulse is 

emitted, the ADCP then listens to and processes returned echoes from successively farther away 

water volumes along the beams to determine how much the frequency has changed.  The 

difference in frequency between transmitted and reflected sound is proportional to the relative 

velocity between the ADCP and the scattering particles in the water based on the Doppler shift.  

The profiling range over which an ADCP can resolve water velocities depends upon the 

frequency of the acoustic signal.  Generally, the lower the frequency, the farther the ADCP can 

measure through the water column, however greater the Doppler uncertainty, all other settings 

being equal.  For example, a 600 kHz RDI workhorse can profile up to 40m depth, with a single 

ping Doppler uncertainty of ~14 cm/s (0.5m bin, 3 m/s ambiguity velocity), while a 1200 kHz 

unit has a single ping uncertainty of ~9 cm/s, but a range of only 15m. ADCPs have been widely 

used to collect water velocity profiles in oceans and streams (e.g. Gordon 1989; Schott 1987; RDI 

1996; Cook et al. 2007). 

 

Fig. 4.10  Different types of ADCP beam configurations (RDI 2011) 

A four-beam ADCP measures four 1D water velocities at a depth h along the axis of each 

acoustic beam as shown in Fig. 4.11.  Note that other configurations of transducer beams are also 

possible.  These 1D beam velocities sample only a small volume of water because the acoustic 

beam emitted by each transducer is intentionally focused and narrow.  Measurement from each 

pair of beams produces one horizontal and one vertical velocity components (Fig. 4.12). Hence, 

under the assumption that water currents do not change significantly in magnitude or direction 

(homogeneous) in the plane perpendicular to the transducers‘ mutual axis, two horizontal and 

one vertical velocity components can be combined to compute a profile of 3D water velocity at 

the depth h. The surplus in the vertical velocity component can be used to calculate an error 
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velocity, the difference between the two vertical velocity components, which indicates the 

homogeneity of the velocity in a horizontal layer.  It should be noted that even if the 

homogeneity assumption is violated for resolving a 3D velocity vector, the 1D velocity profiles 

collected along each beam are still valid measurements. The size of the 3D velocity measurement 

sampling volume can be expressed as the volume of a cylinder along the four beams with the bin 

size as its height (Fig. 4.13). The sampling volume increases with increasing distance from the 

ADCP. Care must be taken when the sampling volume is large as it may bias the statistics away 

from small scale structures. Detailed description of the coordinate transformation can be found in 

RDI (1998b). For further detail about the working principle of ADCP, see RDI (1996 & 1998a) 

and Simpson (2001). 

 

Fig. 4.11  Beam velocity components at a depth cell (RDI 1996). 

 

Fig. 4.12  Resultants of east-west and north-south velocities (RDI 1996). 

h 
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Fig. 4.13  Schematic of four beam ADCP showing typical sampling volume. 

 

4.5.4 ADV and ADCP Deployment Methods 

Common ADV and ADCP deployments include stationary tower or tripod mounted instruments 

(Fig. 4.14).  ADVs are sometimes cable deployed as well (Fig. 4.15).  Towers provide a stable 

platform for long term ADV and ADCP measurements on the order of weeks to months, which is 

necessary for flow characterization at a tidal channel site.  However, towers and tripods obstruct 

a greater percentage of the flow section and care must be taken when considering stationary 

deployment so as not to create vortex shedding and flow alteration within the sample volume of 

the ADV.   

 

Fig. 4.15 shows an ADV probe mounted on a short cantilever displacing the probe head and 

sample volume upstream of the sounding weight.  The cantilevered arm is kept short to minimize 

arm vibration but must be long enough to position the sample volume out of any weight induced 

flow variations.  Cable deployed ADVs allow a greater number of measurement points compared 

to tower mounted ADVs.  However, it is difficult to accurately position the sampling volume at 

the desired locations in the water column.  Furthermore, the spatial stability or stable position 

holding capacity of the sounding weight may be compromised in the wake of a MHK device or 

underwater obstruction.  The sounding weight may exhibit oscillatory motion or vibration in 

response to the intermittent, rotating blade wakes downstream of a MHK device.  This flow 

induced motion will be transferred to the ADV probe upstream of the weight, as shown in Fig. 
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4.15, resulting in increased uncertainty in the 3-component ADV measurement due to sample 

volume motion and varying probe alignment relative to the true flow direction.  

 

 
 

Fig. 4.14  Stationary tripod deployed ADV and ADCP used for Marrowstone Island, WA 

deployment (Richmond et al. 2010). 

 

 

 
 

Fig. 4.15  Cable-deployed ADV (CDADV) with sounding weight (Photograph courtesy of Bob 

Holmes, USGS, 2010). 
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4.5.5 ADV Error and Signal Processing Methods 

4.5.5.1 Sources of Error 

Many investigators have attempted to address sources or error and the impact of noise on 

turbulence measurements (Voulgaris and Trowbridge 1998; Nikora and Goring 1998; Finelli et 

al. 1999; Hurther and Lemmin 2001; Garcia et al. 2005; Garcia et al. 2007).  Spatial resolution 

filtering, signal acquisition / sampling frequency, signal processing and system noise can impact 

measurement accuracy.  Sample rate and signal processing can incur a low-pass temporal 

filtering as well as a velocity alias error.  System noise, which typically includes sampling errors 

(channel drop outs or loss of coincidence), Doppler noise, gradient errors and multi-probe signal 

contamination can also bias mean and turbulence velocity estimates.  Some of these noise 

sources can be scaled or frequency dependent. Apart from these systematic errors, human error 

such as inaccuracy in aligning the ADV probe can alter the data significantly. 

 

ADVs operate utilizing acoustic Doppler shift, so unexpected reflections of the transmitted 

signals have the potential to severely compromise the integrity of collected data. Unexpected 

reflections may occur if an acoustic pulse that has encountered a boundary is received during the 

same interval as data reflected from the particles within the sampling volume, namely the 

volume defined by the intersection of the receiver ―beams‖ (often conceptually simplified to be a 

cylinder). The effects of boundary interference are most pronounced and only of significant 

concern when the boundary enters into the sampling volume. Finelli et al. (1999) explored the 

effects of sample volume proximity to the boundary layer on measurements acquired by ADV 

instruments. Having empirically measured the size of the sampling volume, they found it to be 

substantially larger than the nominal value provided by the manufacturer. In their literature, they 

include their method for measuring the sample volume and caution users to the importance of 

appropriately positioning the device in order to extract meaningful data.   

 

Prior to deployment and data collection, the ADV user must specify the range of velocities that is 

expected to be sampled in the flow. Aliasing or over-ranging is a problem that arises from 

particles in the sampling volume moving toward the transducers at a rate beyond that prescribed 

by the user. Phase shift can only be measured in the range 0
o
 – 360

o
.  Hence, the measurement 

will start again from 0
o
 once phase passes 360

 o
. In such a case, an abrupt change in the velocity 

(a spike) is likely to occur with a change in sign. For a system with only one dominant flow 

direction, such as in open channel, the aforementioned condition may bias the mean longitudinal 

velocity towards lower value. While some ADVs allow for velocity ranges approaching a 

magnitude of five meters per second which would encompass any smaller ranges and practically 

eliminate the problem of over-ranging, the greater the velocity range setting results in an 

increased production of noise by the instrument. The effects of noise can also seriously affect the 

accuracy of data, and so the selection of the velocity range should be carefully considered. It is 

important for the user to assess the anticipated range of unsteady velocities that may be 

encountered in any flow component.  

 

Often spurious data do not manifest as spikes but as underlying noise. This is especially relevant 

in the case of ADV technology since the devices themselves produce a Doppler noise which 

appears in the data as white noise, thereby affecting high statistical moments and obscuring 

trends in the power spectra. The magnitude of Doppler noise is affected by instrument model, 
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fluid characteristics and flow conditions that include flow velocity, presence and type of particles 

in the flow, and turbulence (Nikora and Goring 1998, Cea et al. 2007).  Nikora and Goring 

(1998) attempted to quantify the Doppler noise by measuring velocity of still water with different 

seeding particles and ADV velocity range settings. The result shows that the magnitude of the 

Doppler noise for different spectra bands is more or less the same. They then used the result to 

correct velocity measurements with the same ADV velocity range setting. Fig. 4.16 shows the 

typical auto-spectra plot for longitudinal velocity component and the white noise level measured 

in an outdoor flume. Nikora and Goring (1998) show that Doppler noise in still water appears as 

white noise. However, correcting the auto-spectra of moving water velocity with the white noise 

obtained from still water measurement is not appropriate when the magnitude of the Doppler 

noise is changing with increased water velocity. Note that the velocity spectra begin to flatten at 

higher frequencies at the same order of magnitude with the average Doppler noise. Voulgaris and 

Trowbridge (1998) introduced the term ‗noise floor‘ to describe the flat power spectra density, 

which also correspond to the total noise of the instrument. The noise floor may not be apparent 

unless sampling at sufficiently high sampling rates.  

 

An ADV measurement is an average over a sample volume with spatially nonuniform velocities 

rather than the velocity at a single point. As a result errors associated with spatial averaging are 

present. Again, the user should be cognizant of the flow scales of interest when selecting a 

measurement device. A large measurement volume will spatially low-pass filter the velocity field 

and may bias the statistics away from small scale structures that may be important for unsteady 

loading and system vibration and noise. 

 

The frequency at which ADVs make measurements is greater than the frequency of the data 

provided to the user. And so, the data provided to the user represents an average of the measured 

data. The averaging process is a digital nonrecursive filter (Hamming 1983; Bendat and Piersol 

2000). This filtering affects the power spectrum by removing energy bands beyond the cut-off 

frequency and reduces the even moments of the signal (García et al. 2005). In general, the 

frequency limit in the measured data will be at least ½ the sampling frequency due to the Nyquist 

criteria and may be even lower due to processing contraints. 

 

 

 
Fig. 4.16  Typical auto-spectra for longitudinal velocity component and white noise level 

calculated from measured Doppler Noise (Nikora and Goring 1998) 
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4.5.5.2 Protocols for Reducing Error 

The majority of common errors may be avoided with the application of a few simple protocols 

outlined below. 

 

Determining the vertical size of the sample volume 

The identification of the boundaries of the sampling volume is important so that the validity of 

the data is not being compromised by boundary interference that may occur when the ADV is in 

close proximity to solid boundaries, e.g. moorings, cables, etc.  Specifications on the dimensions 

and placement of the sample volume provided by manufacturers are imperfect. Therefore, in 

order to enhance the reliability of data sampled by these devices, therefore, it is important to 

determine the actual size of the sampling volume with greater certainty.  Finelli et al. (1999) 

describes the method which they implemented for measuring the dimensions of the sampling 

volumes of their devices. They created an acoustic target using two lengths of monofilament 

fishing line stretched across the interior of a trash can filled with tap water such that the lines 

intersected at near right angles in the center of the tank. The water was allowed to sit for a 

substantial length of time so that any suspended gases could be released and any sediment could 

settle. The probe was positioned directly over the target at a sufficient distance so that the 

sampling volume did not encompass the target, i.e. the SNR was uninfluenced by the target, and 

data were sampled for ten seconds. The instrument was then lowered slightly and another set of 

data were sampled. This process was continued until the sampling volume had passed the target 

entirely. Calculating the average SNR for every sample, the researchers were able to identify the 

bounds at which the target began to influence the data and so identify the bounds of the sampling 

volume. 

  

Dimensionless Frequency Criteria 

García et al. (2005) defined a dimensionless frequency and prescribed the conditions to ensure 

that the effects of aliasing are not biasing collected data. They presented present the following 

inequality: 

 

  
   

  
    

 

where F, fR , L, and Uc are the dimensionless frequency, sampling frequency, energy containing 

length scale, and convective velocity respectively. If the above inequality is observed then the 

effects of aliasing as well as temporal averaging should be negligible.   In measurements 

downstream of rotating devices,  it is important to understand the characteristic flow features and 

their frequency content to avoid low-pass filtering of these flow features. 

 

Histogram Inspection 

Effects of over-ranging on data are easy to identify. The probability density function (PDF) of a 

time series (in the beam coordinate system) may demonstrate a sudden velocity cut-off beyond 

which no data will be registered. If this abrupt discontinuity is observed in a data sample, the 

user should increase the user defined velocity range until the histogram of the time series no 

longer demonstrate such characteristics. Optimally the user should select the smallest velocity 

range (in either beam or earth coordinates) for which no cut-off is observed in the histogram. 
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4.5.5.3 Methods for Error Removal 

In cases where spurious data cannot be avoided, the data can be reconstructed so that the 

assumptions drawn from the data are representative of the characteristics of the flow.   

 

Correlation threshold 

Correlation is a measure of the similarity of two pulse echoes being measured by the Doppler 

instrument. Zero correlation means the two echoes are unrelated, where as a correlation of 1 

means the two echoes are identical. High correlation is desired because it indicates confidence 

that the system measured the two pulses it originally sent out and is determining a valid phase 

shift. In practice correlations of zero are not observed because of noise due to electronics, 

temperature fluctuations, and other factors will always cause correlation. Correlation reported by 

the instrument will be on a percent scale from 0-100%, so simply multiplying the above limits by 

100 will place them in the appropriate range. In the early days of the acoustic Doppler 

velocimeter, if a user did some tests and determined correlations were above ~70% then the 

instrument was considered to be generating good quality data. Many users still use this number 

for screening out bad data, although a generalization to some universal value is unwarranted and 

a close examination of the dataset is the best way to set a correlation threshold (if any) for 

discarding bad data points. 

 

Spike Identification, Removal and Replacement 

Petrie et al. (1988) and Baldwin et al. (1993) first applied a velocity hodograph elliptical filtering 

technique to laser Doppler velocimeter measurements as an effective means of filtering LDV 

measured noise.  In this technique, the measured data are rotated into the principal stress 

coordinates and an elliptic filter of size N principal stresses in the minor and major axes is 

applied to the 2-D probability density function (PDF).  Velocity ensembles occurring outside the 

defined ellipse are filtered from the data set.  Fontaine et al. (1996) extended the 2-D elliptic 

filter technique to the 3-D flow application with a principal stress 3-D ellipsoid filter on three-

component LDV measured data.     

 

The Phase-Space Thresholding (PST)  

PST technique developed by Goring and Nikora (2002) is another ellipsoidal filter technique 

where invalid points are identified as those lying outside of the universal threshold defined 

ellipsoid in a three dimensional Poincaré phase space.  While the ellipsoidal filter technique of 

Fontaine et al operates on the instantaneous velocity hodograph (u vs v vs w)  with filtering 

applied in the principal stress space, the PST technique operates on the instantaneous velocity 

and it‘s local accelerations (u vs du/dt).   The PST technique has been critically analyzed and 

improved upon by a number of peers (Wahl 2003, Pasheh et al. 2010).  The use of the PST 

algorithm has grown in acceptance and is now the standard means of filtering data.  

Nevertheless, improvements to the PST algorithm have been proposed to address the main 

criticism that it was replacing valid data around spikes. While removal has negligible effects on 

the value of bulk statistical moments, it has been shown by (Pasheh et al. 2010) to compromise 

time dependent indicators such as the power and energy spectra.  Goring and Nikora have 

suggested cubic interpolation by the twelve points on either side of an identified invalid datum 

and seem to be one of the few researchers to have compared various methods.  Pasheh et al. 

(2010) have proposed a modified Phase-Space-Thresholding Sample and Hold algorithm (mPST-

SH) that evaluates the validity of data in three stages: first any velocity measurements near the 



 

60 

 

average are incontrovertibly marked as valid, then any data far from the average are marked as 

invalid and are removed, finally the data are filtered using the PST technique. 

 

Data Processing in Beam Coordinates 

Data are originally measured in beam coordinates, however, ADV software allows the user to 

select which coordinate system he/she would like for data output, including beam, Cartesian 

(XYZ) or Earth (East North Up (ENU)) coordinates. As previously discussed, over-ranging 

occurs when particles in the sampling volume move toward one of the transducers at a rate 

beyond that prescribed by the user. When analyzing the measured Doppler phase shift, such data 

cannot always be resolved and the associated velocity is erroneously translated into the assigned 

velocity range resulting in a spike in the data. It is recommended that all acoustic measurements 

should be recorded and processed in beam coordinates because the spike will only occur in one 

of the beam coordinate time series. If coordinate transformation is employed before such a spike 

is removed, the spike may be obfuscated by the linear transformation and also may affect the 

other components, rendering identification of the spike more difficult. As such it is suggested 

that users always record their data in the beam coordinate system and only after appropriate error 

removal procedures have been implemented, should they convert to another coordinate system 

Doroudian et al. (2007). 

 

Spectral Noise Filter 

A spectral analysis technique by Voulgaris and Trowbridge (1998) was suggested by Goring and 

Nikora for removing the effects of noise within the noise floor of the power spectra at higher 

frequencies by the average of the noise spectrum.  ―The empirical spectra of the Doppler noise 

are replaced by straight horizontal lines whose ordinates are equal to the average of the noise 

spectral ordinates.‖ (Goring and Nikora 1998, García et al. 2005).  The power spectra can then be 

reverse Fourier transformed to generate a noise filtered time series. For some applications, it is 

also possible to remove the bias from Doppler noise in the time domain (e.g., Thomson et al. 

2010 for turbulence intensity). 

4.5.6 ADCP Data Acquisition, Synchronization and Post Processing 

The following sections detail typical procedures used ADCP data acquisition, synchronization, 

and post processing for quality control of data. Quality control procedures vary from one ADCP 

experiment to another, depending on the experimental setup and quality of data. 

 

4.5.6.1 Preventing Interference between Acoustic Instruments 

When two or more active acoustic instruments are deployed in close proximity or on the same 

mooring, there is potential for mutual interference (cross talk). This can occur for two 

instruments operating at the same frequency or at integer multiples of a common frequency (e.g., 

a 50 kHz depth sounder will cause interference for a 300 kHz ADCP). Additionally, side bands 

adjacent to the primary instrument frequency may contain enough acoustic energy to cause 

mutual interference. This interference may be obvious in a review of measurements (e.g., non-

physical values with a strong periodicity as shown in Fig. 4.17) or may be more subtle. In one 

case with shipboard ADCP measurements contaminated by a depth sounder (Polagye, 

unpublished data), data were post-processed by rejecting bins with velocities five standard 

deviations greater than the average for a transect. By definition this requires discarding some 
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fraction of the measurements and eliminating the source of the cross-talk is preferred.  If two or 

more instruments are deployed together, the simplest option to prevent mutual interference is to 

adopt a duty cycle under which no two instruments are simultaneously transmitting or listening. 

While this is straightforward to realize for an instrumentation package with a central controller, 

clock drift may lead to complications for stand-alone instruments. For example, if internal clocks 

drift in opposite directions, mutual interference may occur periodically over the duration of the 

deployment. Failure to account for cross-talk may meaningfully distort statistics on a temporal or 

spatial basis. 

 

 
 

Fig. 4.17  Shipboard ADCP measurements of currents (m/s) contaminated by cross-talk (top) and 

post-processed with most interference removed (bottom). 

4.5.6.2 Correcting for Clock Drift 

Internal clocks for different pieces of instrumentation may drift over the course of a deployment. 

This complicates the process of data assimilation, as two measurements with the same time 

stamp may not be sampling the same event. While the use of a centralized controller with a 

single clock simplifies assimilation, it also introduces a single point of failure into an 

instrumentation package, which may be undesirable. Assuming that clock drift is linear over the 

deployment, time stamps may be corrected through the following procedure: 

 

 Configure and deploy instrument from a computer with a clock recently synchronized 

with an NTP source. 

 Upon instrument recovery, compare instrument clock with NTP source. 

 Compute difference between instrument and NTP and correct instrument time stamps, 

assuming a linear drift. 
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If the clock drift is relatively minor in comparison to the phenomena of interest, it may be 

possible to neglect it without effect.  

 

4.5.6.3 Depth Quality Control 

The ADCP simultaneously acquires the depth of water column while performing the velocity 

measurements.  Depth quality control is performed by correcting for an abrupt change in depth. 

The difference in the depth for consecutive measurements is calculated, and if this difference is 

greater than the specified threshold value, it is replaced with a mean depth value of the previous 

and next measurements.  

 

4.5.6.4 Measurements near Boundaries 

Acoustically solid boundaries (hard substrate, water surface) contaminate adjacent bins as side 

lobe reflection from the solid boundary obscures returns from sound scatterers for the primary 

beam. The zone of expected contamination is given by: 

 

 , 

 

where H is the water depth and υ is the beam angle relative to vertical (e.g., 20
o
). In practice, this 

zone may be somewhat larger or smaller and can be visually identified in a time series out by 

spuriously high velocities or spurious directional shifts, as shown in Fig. 4.18. 

 

Another common source of bias relative to measurement volume size and proximity to a surface 

is the impact of the spatial scale of the flow gradient relative to the measurement volume size.  It 

is a common practice to bury a part of the sampling volume in the bed floor or surface with the 

intent on obtaining a velocity measure as close to the surface as possible.    While this practice 

can increase noise, it can also bias the velocity statistics through the alteration of the velocity 

ensemble PDF.  The PDF may be incorrectly weighted towards higher velocities if large 

gradients are present with a scale that is small relative to the sampling volume, or the PDF may 

show a bi-modal distribution with a zero-velocity mode due to ensembles of the wall or bed-floor 

velocity. 

 

 cos1 HD
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Fig. 4.18  Contamination of horizontal current velocity within 4m of the free surface for a 

bottom-mounted ADCP (Polagye, unpublished data) 

4.5.6.5 Velocity Quality Control 

Spikes in velocity measurements within a burst need to be removed. For this purpose, the 

differences between the velocities from consecutive measurements in a burst for all the 

corresponding bins are calculated. If these differences are higher than the specified threshold 

value, they are removed. This quality control step removes the spikes in the velocity 

measurements for every burst. This procedure is repeated for all the bursts acquired from ADCP 

measurements. It should be noted that the threshold values for quality control depend on test 

conditions, experimental setup and quality of data. 

 

4.6 ADV AND ADCP MEASUREMENTS AT MARROWSTONE ISLAND, WA 

Hydrokinetic site characterization presents an instrumentation trade-off for some metrics of 

interest, particularly turbulence. An ADV is able to sample at much higher frequency and lower 

noise than an ADCP, thereby more accurately characterizing the velocity spectra. However, 

measurements are limited to a small volume O(1 cm
3
) and positioning an ADV at the elevation 

of interest (e.g., turbine hub height) may be infeasible in strong currents. Conversely, an ADCP 

profiles the entire water column, resolving variations across the energy extraction plane, and may 

be readily deployed from a surface mooring or anchored on the seabed. This measurement does, 

however, have a greater potential for error from spatial averaging of multiple beams and greater 

noise than for an ADV. A study was conducted in 2010 off Marrowstone Island, Puget Sound, 

WA to evaluate the relative merits of ADVs and ADCPs for hydrokinetic site characterization. 

This site has previously been identified as having currents in excess of 2 m/s, but is in water 

shallow enough for diver operations (Gooch et al. 2009). This preliminary field study was carried 
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out by the Pacific Northwest National Lab (PNNL) in collaboration with the Applied Physics 

Lab at the University of Washington (APL-UW) (Thomson et al. 2010, Richmond et al. 2010). 

This study entailed ADV and ADCP measurements from 4th May 2010 to 22nd May 2010.  

 

A Nortek Vector (6 MHz) ADV and an RDI Workhorse Sentinel (600 kHz) was used by 

Thomson et al. (2010) to measure all three components of velocity at the Marrowstone Island 

(MI) site. The ADV provided high temporal resolution data at a single point 4.6 m above the 

seabed and was setup to acquire 64 s of data every 10 minutes. A 10% duty cycle helped 

conserve power and memory for two weeks of deployment at the site. At every burst, the ADV 

recorded data for 64 s at a sampling frequency of 32 Hz, thereby collecting 2048 data points for 

every single burst. This sampling scheme was used to capture high-frequency fluctuations of 

velocity within a burst, with each burst being assumed to be quasi-stationary.  The ADCP 

collected low temporal resolution velocity profile data from the seabed up to the surface and was 

setup to acquire data every 30 minutes in order to conserve power and memory for two weeks of 

deployment. The ADCP recorded data for 64 s at a sampling frequency of 2 Hz, thereby 

collecting 128 data points for every single burst in each bin. The data were recorded in beam 

coordinates in order to avoid the assumption of homogeneity required in the East-North-Up 

(ENU) coordinate system transformation. The ADCP recorded data from 2.6 m above the seabed 

up to the surface at a vertical bin resolution of 0.5 m. 

 

4.6.1 Mean Velocities and Power Densities 

The first step in analyzing the data acquired from the ADV measurements described above was 

to calculate the mean velocity data from each individual ADV burst. Fig. 4.19 shows the mean 

velocities for the Marrowstone Island site. As shown in the figure, u and v components of 

velocity (horizontal velocity components) show a tidal variation, i.e., changing direction and 

magnitude with change in the tidal cycle. It is also observed that the w component of velocity 

(vertical velocity) is significantly less than the horizontal velocity components. The next step 

was to calculate the horizontal velocity magnitude for each burst; these values are shown in Fig. 

4.20. As seen in the figure, the horizontal velocity magnitude also shows tidal fluctuations. 

 

Tidal flow conditions for MHK devices can be further classified into non-slack and slack 

periods. A non-slack period, in general, is defined as the period of time during which the MHK 

devices are capable of extracting energy from the flow, and a slack period is defined as the 

period of time during which the MHK devices are unable to extract energy from the flow. For the 

Marrowstone Island site, the non-slack period was assumed to occur when the horizontal velocity 

magnitude is greater than 0.8 m/s, and the slack period when the horizontal velocity magnitude is 

less than 0.8 m/s. In Fig. 4.20, the non-slack conditions are shown with red marker points.  

 

The maximum sustained velocity is defined as the highest velocity sustained over a five minute 

time interval or more. This is an important parameter for preliminary site evaluation and MHK 

design. Higher instantaneous velocities can occur anywhere in a data set, but they are not 

sustained for a significant period of time, therefore they are of less importance. The ADV 

measurements for this study were performed in bursts of 64 s, and each consecutive burst was 10 

minutes apart. In this case, the maximum sustained velocity could not be determined from the 

method defined above.  Therefore, for this study, the maximum sustained velocity was 
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alternatively defined as the maximum velocity of the mean ADV burst. As per this alternative 

definition, the maximum sustained velocity at ADV deployment depth was approximately 1.4 

m/s. 

 

The ADCP measurements provided the velocity profile from the seabed upward to near the water 

surface for the Marrowstone Island site. The horizontal velocity magnitude along with the flow 

direction calculated from ADCP measurements are shown in Fig. 4.21. The solid black line in 

the figure represents the water depth at the time of the measurements as determined from 

pressure data. As seen from the figure, the horizontal velocity profile, direction and depth show 

variations with tidal fluctuations.  

 

 
Fig. 4.19  Mean velocities from ADV measurements at Marrowstone Island site. 

 

 
Fig. 4.20  Mean horizontal velocities from ADV measurements at Marrowstone Island site. 
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Fig. 4.21  Horizontal velocities, along with directions, from ADCP measurements at 

Marrowstone Island site. 

4.6.2 Velocity & power density histogram 

In order to develop an understanding of the variation in velocity at this site, the velocity data 

acquired from the ADV measurements were used to generate the velocity distribution. For this 

purpose, a histogram of horizontal components of the velocities was prepared, and is shown in 

Figs. 4.23 and 4.24. The velocities were divided into 27 equally spaced bins and the percentage 

occurrence of velocities in each bin was calculated. As shown in the figures, the velocities have a 

bi-modal distribution, showing a diurnal tidal cycle at the site. Furthermore, a similar histogram 

for the horizontal velocity magnitude Vh was calculated, and is shown in Fig. 4.24. As shown in 

this figure, the horizontal velocity magnitude has maximum percentage occurrence of 0.8-0.9 

m/s, suggesting viability of this site for installation of MKH devices. The power density P 

(kW/m
3
) was also calculated from the ADV measurements, using the equation  

 

  
 

 
   

  

 

where  is the density of the sea water (nominal 1025 kg/m
3
), and v is velocity. The histogram of 

the power density is shown in Fig. 4.25. As shown in this figure, there is a high occurrence of 

available power between (0.1-0.5 KW/m2) at this site. Note that this power density is at the 

location of the ADV sampling point about 4.6 m above the seabed. This location would be near 

the bottom of the rotor sweep for most currently deployed MHK devices. 
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Fig. 4.22  Histogram of u-component of velocity 

from ADV measurements at Marrowstone Island 

site. 

 
Fig. 4.23  Histogram of v-component of velocity 

from ADV measurements at Marrowstone Island 

site. 

 
Fig. 4.24  Histogram of horizontal component of 

velocity from ADV measurements at Marrowstone 

Island site. 

 
Fig. 4.25  Histogram of power density calculated 

from ADV measurements at Marrowstone Island 

site. 

 

4.6.3 Turbulence Intensities 

The calculated standard deviations and turbulence intensities of horizontal velocities are shown 

in Table 1. The turbulence intensity is given by the equation 

 

        

 

where σu and are the standard deviation and mean of the measured quantity respectively. The 

table shows the mean and maximum values of standard deviations and turbulence intensities 

from ADCP and ADV measurements. The standard deviations of the horizontal velocity 

calculated from ADCP measurements were significantly higher than the standard deviations 

calculated from ADV measurements. This is due to significantly higher noise in the ADCP 

,
u

TI u
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measurements as compared to ADV measurements. Therefore the correction in the standard 

deviation values was calculated using equation  

 

 

 

where σv,c  is the corrected standard deviation, σ is the calculated standard deviation and n is the 

Doppler noise. After performing the correction, the standard deviations from ADCP and ADV 

showed similar values. Using these corrected standard deviation values, the corrected turbulence 

intensities were calculated for both the ADCP and ADV measurements. The corrected mean 

turbulence intensity of horizontal velocity was around 10%. Thus, after performing the 

corrections, both ADV and ADCP measurements showed similar standard deviations and 

turbulence intensities. 

 

Table 2  ADV and ADCP Statistics Summary Table. 

 

 ADV ADCP 

 Measured Corrected Measured Corrected 

Averages 

values 

    

σv (m/s) 0.09 0.08 0.22 0.11 

I (%) 8% 7% 21% 10% 

Maximum 

values 

    

σv (m/s) 0.22 0.21 0.31 0.24 

I (%) 15% 14% 30% 18% 

 

 

 

4.6.4 TKE Dissipation and Power Spectra 

The dissipation rates during slack and strong mean flow conditions are ε ~10
-6 

W/m
3
 and ε ~10

-1 

W/m
3 

respectively. The maximum dissipation rate observed for the whole deployment is 3x10
-1

 

W/m
3
. These values are well within the oceanographic range; see Thomson et al. (2010) for more 

detail. The dissipation rate is sensitive to Doppler noise and hence, agreement between the 

dissipation rates derived from the ADV and ADCP measurements is not observed; see Thomson 

et al. (2010) for further detail.  

 

To understand in detail about the flow characteristics, the power spectrum/ auto-spectral 

densities were calculated from ADV measurements for each velocity component. For each ADV 

burst, the velocities were assumed to be quasi-stationary. Therefore, for each individual burst, 

auto-spectral densities could be determined. Figs. 4.27 and 4.28 show typical power spectra, for 

all three components of velocity, for non-slack and slack conditions respectively. As observed 

from the figures, the power spectra are noisy, which is due to the presence of high-frequency 

noise in the ADV measurements. Furthermore, an ensemble average of the power spectra was 

calculated for the non-slack and slack flow conditions. Figs. 4.29 and 4.30 show the averaged 

,22

, ncv  
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power spectra for all three components of velocity for non-slack and slack conditions 

respectively. These figures show typical turbulence behavior, and for the inertial sub-range, all 

the three spectra have a slope of -5/3. It is also observed in these power spectrum plots that at 

higher frequencies, the spectra tend to become horizontal. This is due to the presence of noise in 

the ADV measurements. Moreover, the horizontal components of velocity show a higher noise 

level as compared to the vertical component (w) of velocity. The difference in noise levels of 

components is because of ADV beam geometry. The 30 degree tilt means that a greater 

projection of w is measured than u,v so both the true velocity and noise are multiplied in the 

projection to the horizontal plane. This difference in noise levels for different components of 

velocity is characteristic of ADV measurements.  In addition to increased noise in the off-axis 

components, the shallow measurement angle (30 degrees) will translate into a higher 

measurement uncertainty in these two components relative to the on-axis component. 



 

70 

 

 
Fig. 4.26  Typical spectra for all components 

of velocity, from ADV measurements, for 

non-slack period at Marrowstone Island site. 

 
Fig. 4.27  Typical spectra for all components 

of velocity, from ADV measurements, for 

slack period at Marrowstone Island site. 

 
Fig. 4.28  Average spectra for all 

components of velocity, from ADV 

measurements, for non-slack period at 

Marrowstone Island site. 

 
Fig. 4.29  Average spectra, for all 

components, from ADV measurements, for 

slack period at Marrowstone Island site. 

 

4.6.5 Flow Directionality 

The flow direction of the tidally driven flow is an important metric, because some MHK devices 

designed for bi-directional tides may not have sufficient yaw ability for asymmetrical tide 

conditions (Gooch et al. 2009). This asymmetry in the tidal direction may lead to significant 

power loss in such MHK devices. The horizontal velocity components from ADCP 

measurements at three different heights were extracted: (1) 4.6 m (i.e. at base of MHK devices), 
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(2) 10.0 m (i.e., at hub of MHK devices), and (3) 15.0 m (i.e. at top of MHK devices). The 

scatter plot of the horizontal velocity vectors for these three different heights is shown in Fig. 

4.30 (a)-(c). As observed from these figures, there is a slight asymmetry in the flow direction as 

height from the seabed increases, which may be due to a topographical feature of the 

Marrowstone Island site. In these figures, the green and blue markers represent the horizontal 

velocity for the slack and the non-slack periods respectively. It is important to distinguish these 

two periods since they are an important metric for operation of MHK devices.  For detailed 

information on directional metrics, see Gooch et al. (2009). 

 

 
 

Fig. 4.30  Scatter plot of the horizontal components of velocity from ADCP measurements: (a) at 

base, (b) at hub, and (c) at top of an MHK device. 

 

4.7 WAVES 

There are various instruments capable of carrying out wave measurements, such as Nortek 

AWAC, SonWave, and Teledyne RDI‘s workhorse waves array. All these systems perform 

velocity measurements like the ADCP, and they also simultaneously acquire pressure data and/or 

perform acoustic surface tracking (AST), which is used to accurately determine wave height. The 

wave height is used along with the measured velocity to determine the amplitude, period and 

directional spectra of the waves. However, all the instruments mentioned above have different 

implementation/analysis approaches. For detailed information about the wave measurements, 

processing, and analysis approach for instruments from different companies, see Nortek (2011), 

RDI (2011), SonWave-PRO (2008). 
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5. CONCLUSIONS 

 

River and tidal resource characterization for MHK technologies will require new strategies and 

protocols for deploying state-of-the-art acoustic instruments and processing and evaluating their 

data.   Accurate mean flow and turbulence characteristics at the EEP will allow refined estimates 

of AEP and COE that cannot be obtained from coarse resource assessments.  These 

measurements will also provide designers with important information needed to determine static 

and dynamic loadings that can cause fatigue and failure.  The development of field protocols that 

can be adopted as standards in the MHK industry is therefore an important undertaking.    

 

These protocols will be refined as field experience is gained at river and tidal energy sites.  This 

document should therefore be viewed as a starting point to identify the parameters to be 

measured, instrumentation and deployment strategies for their measurements, and protocols for 

acquiring and processing data.  Important additions anticipated for future editions of this report 

include refined deployment strategies for acoustic instruments, the addition of detailed signal 

processing protocols and MATLAB codes for ADV and ADCP measurements. 

 

Depth and flow variability present challenges for characterizing river resources.  The United 

States Geological Survey (USGS) provides flow and stage time series, but the gages may not be 

in close proximity to sites where resource characterization is desired, the period of record may be 

too short to be statistically meaningful, and river resource characterization requires accurate 

velocity time series to calculate energy production, structural loads, and cost of energy.  Many 

hydrologists now believe that regional land use changes in river basins and climate change make 

statistical forecasting based on historical extrapolation questionable (Clarke 2007, Lima and Lall 

2010). 

 

More field measurements in rivers using state-of-the-art acoustic instruments, such as acoustic 

Doppler current profilers (ADCP) and acoustic Doppler velocimeters (ADV), are needed to 

expand the limited data presently available for big rivers.  Measurements of all six Reynolds 

stresses for rivers with utility-scale hydrokinetic potential obtained by an ADV have yet to be 

reported and should be undertaken.  Also, the river discharge during the period of measurement 

should be measured and compared to the mean annual discharge and other statistical measures 

for low flow and flood conditions at the closest USGS gage site.  Field measurements should be 

taken during flows that are above, close to, and below the mean annual discharge to characterize 

the wide range of flow conditions at a river site. 

 

Further research is needed to determine the turbulence parameters, and the ranges of scales and 

frequencies that are most relevant to the MHK device.  This includes investigation of coherent 

TKE, as well as evaluation the full TKE budget, Understanding the full TKE budget may 

improve understanding of the residual currents unexplained by harmonic analyses and may 

improve predictions of turbulent feedback mechanisms during turbine operation.  Research is 

needed on field techniques for resolving vortex shedding mechanisms and coherent eddy 

structures with frequencies and scales corresponding to rotational speeds and EEP dimensions.    

 

Further research is needed to improve the accuracy of acoustic measurements at river and tidal 

energy sites that require measurements at great depths and or high currents.  To date, the authors 
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are not aware of any published studies investigating the effects of flow or vortex induced 

vibrations (VIV) on ADV mean and turbulent velocity measurement accuracy, methods for 

reducing movement and VIV, and methods for tracking movement and VIV with high-frequency 

accelerometers. Vibration of the probe can impact the accuracy of the ADV and possibly bias the 

velocity and turbulence measurement due to 1) A relative velocity super-position between the 

vibrating probe head and the flow, and 2) increased uncertainty in identifying the spatial location 

of the vibrating sample volume.   As discussed earlier,  probe vibration can affect both the mean 

velocity measurement, depending on the vibration frequency, phase and amplitude relative to the 

sampling frequency and flow field characteristics (spatial and temporal scales), as well as the 

turbulent statistics.  The magnitude of increased measurement uncertainty and any bias induced 

by sample volume vibration will be dependent on the frequency and amplitude of the vibration 

relative to the probe operating characteristics, such as pulse rate and sampling frequency 

 

It is recommended that instrument deployments include on-board instrumentation focused on 

quantifying the vibration and movement of velocity measuring instrumentation.   Vibration 

measurement  instrumentation may include 1) accelerometers mounted to the ADV or ADCP 

probes,  optical, sonar or acoustic sensors mounted and operated in a differential mode designed 

to determine relative motion of a sensor, or 3) more sophisticated motion sensors such as GPS or 

IMU (inertial measurement unit) mounted to the device.  If the degree of motion can be 

determined or quantified, data processing techniques such as frequency domain filtering or 

wavelet analyses may be able to be applied to the recorded signal to de-noise or correct for any 

velocity superposition.  Unfortunately, these noise filtering techniques can filter real signal and 

bias the filtered result.  Since the vibration induced velocity noise presents itself as a two-input  

 

Fig. 5.1   

 

 single output system shown below,  each source independently produces a velocity 

component where the measured velocity is the sum of the two sources and their respective 

transfer functions: 

  ˆ ˆ ˆ ˆ ˆ
m V IV H V H I  .  

 

The measured force, ˆ
mV , is the sum of the flow velocity, V̂ , times the transfer function of the 

measurement instrument (calibration), VĤ , plus the motion of the sensor measured by, Î , times 

a transfer function correlating the sensor motion to a measured velocity, ˆ
IH .  The instrument 

transfer function is related to the instrument calibration and processing routines.  The instrument 

vibration transfer function is determined by careful calibration of the instrument where 
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controlled sensor vibration is induced with known frequency, direction and amplitude and the 

sensor output with the motion sensor output are recorded simultaneously.  The true velocity field 

can then be deconvolved from the measured signal.  While this technique would be the most 

accurate method of correcting for sensor vibration, it does involve detailed calibrations, 

additional measurements to quantify sensor motion and the vibration transfer function may be 

probe dependent.  The accuracy of this deconvolution technique is dependent on the accuracy of 

the calibration and sensor motion measurements.    

 

In most applications, great care is employed to minimize probe vibration through mounting 

design and the use of vortex shedding damping devices as depicted in Fig. 5.2.  The helical 

strake (Fig. 5.2a) is the most commonly used damping device when flow changes direction.   

While this can be successfully accomplished in laboratory applications, it can be difficult to 

achieve in large scale field implementation where the probe may be mounted to large support 

towers that can themselves vibrate when exposed to flow or when mounted to a tethered cable 

anchored with a sounding weight.  Fontaine and Neary (2010) recommend that these concerns be 

addressed in order to develop guidance for ADV deployments and measurements related to site 

flow characterization at rivers and tidal channels where current speeds typically exceed 1 m/s.  

Add-on devices for suppression of vortex-induced vibration of cylinders developed by the oil 

and gas industry for offshore drilling platforms might be explored for reducing VIV. 

 

 

 
 

Fig. 5.2  Add-on devices for suppression of vortex-induced vibration of cylinders (a) helical 

strake; (b) shroud; (c) axial slats; (d) streamlined fairing; (e) splitter; (f) ribboned cable; (g) 

pivoted guiding vane; (h) spoiler plates.  (Dalton, C., U. Houston). 
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