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ABSTRACT
A study sponsored by the Nuclear Regulatory Commission study was conducted to investigate digital instrumentation and control (DI&C) systems—and module-level failure modes—using a number of databases both in the nuclear and non-nuclear industries. The objectives of the study were to obtain relevant operational experience data to identify generic DI&C system failure modes and failure mechanisms, and to obtain generic insights, with the intent of using results to establish a unified framework for categorizing failure modes and mechanisms.

Of the seven databases studied, the Equipment Performance Information Exchange database was found to contain the most useful data relevant to the study. Even so, the general lack of “quality” relative to the objectives of the study did not allow the development of a unified framework for failure modes and mechanisms of nuclear I&C systems. However, an attempt was made to characterize all the failure modes observed (i.e., without regard to the type of I&C equipment under consideration) into common categories. It was found that all the failure modes identified could be characterized as (a) detectable/preventable before failures, (b) age-related failures, (c) random failures, (d) random/sudden failures, or (e) intermittent failures. The percentage of failure modes characterized as (a) was significant, implying that a significant reduction in system failures could be achieved through improved online monitoring, exhaustive testing prior to installation, adequate configuration control or verification and validation, etc.
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1  INTRODUCTION
There are 104 fully licensed nuclear power reactors in the United States (U.S.). [
] At present, there are also four certified new reactor designs—AP600, AP1000, CE80+, and advanced boiling water reactor (ABWR), with several other designs in the precertification or certification stage.[
] In addition, the U.S. Department of Energy (DOE) actively participates in the Generation IV International Forum (GIF) that seeks to develop the next generation of commercial nuclear reactor designs before 2030.[
] The instrumentation and control (I&C) of these generations of nuclear power plants, including upgrades of current generation of plants (i.e., Gen II and III), are expected to make extensive use of digital instrumentation and control (DI&C). Although the analog systems may have higher overall failure rates compared to digital systems, their failure mechanisms and failure modes are believed to be better understood. Some of the issues that an increased application of DI&C in safety systems pose are (1) the possibility of software or embedded firmware failures compromising plant safety, (2) the probability of a common-cause failure occurring because of software errors, and (3) previously unknown or unrecognized failure modes. These types of failures cannot occur in analog I&C systems. 
The U.S. Nuclear Regulatory Commission (NRC) sponsored the study summarized in this paper  to obtain relevant operational experience data (at both the system and module levels) to identify generic DI&C system failure modes and failure mechanisms and to obtain generic insights into DI&C failures, with the intent of using the results to inform the regulatory process. A number of databases were reviewed to document failure modes of DI&C, if any, involved in the recorded events. The databases included in this study are those that contain operational experience data on DI&C equipment failures. To ensure completeness of the study, every attempt was made to include operational experience data from databases maintained by nuclear I&C manufacturers. Unfortunately, none of these efforts yielded any fruitful results. DI&C failure databases from non-nuclear industries, where such databases were judged to include failure modes of system/components that are identical to ones used in the nuclear environment, [e.g., programmable logic controllers (PLCs)], were also included in the study. 
The emphasis of the review was on system- and/or module-level failure modes, rather than on device-level (i.e., integrated circuit-level) failure modes. In this regard, relatively few databases matched the criteria. Preliminary scoping studies to down-select a number of potentially useful databases for more detailed analyses also included databases that were later found to almost exclusively contain device-level failure data. These databases [e.g., System and Part Integrated Data Resource (SPIDR)] were not investigated in detail after the preliminary scoping studies. 
1.1 Database Scoping Studies
This study focused on DI&C failure modes at the module- and system-level, as opposed to integrated-circuit-level failure modes. While integrated-circuit-level failure data are generally available or can be calculated using several sources,
 DI&C equipment failure databases that are publicly available in the desired format are comparatively few in number. Vendors conduct extensive testing of products, especially new product lines or major upgrades. Although there may be a large amount of failure data for the products delivered, this information is typically proprietary and is seldom made publicly available. Technical literature in computer reliability and dependability is also a rich source of data. Significant efforts have been made to gain a thorough understanding of how computing platforms fail in general and to establish a common language for defining these failure phenomena
-
, 
,
 , 
, 
, 
.[4–10] Most of the research in this field considers hardware and software as disparate entities. There are, however, studies that aim at consolidating hardware and software into a single unit of interdependent subsystems.[
] Another data source in which digital equipment failure data may be available is facility maintenance records. However, failure mode data from this source may not include all possible component failure modes. Many nuclear power plants (NPPs) maintain maintenance records and use this information to update their probabilistic risk assessments (PRAs). However, licensees do not provide the failure data in their PRAs but instead use the generic failure mode of “fails” (i.e., the component fails to function).

The following criteria were followed during the preliminary scoping studies to down-select a number of potentially useful databases for more detailed analyses:

1. Does the database possess the quality and completeness necessary to meet the objectives of the study? For example, are there any limitations such as inconsistency in the reporting across utilities/participating bodies and/or does the database facilitate extraction of failure modes information?

2. Does the database contain failure information on systems or subsystems (such as PLCs, priority modules, etc.)?

3. Does the database contain failure information on DI&C components [e.g., application specific integrated circuits (ASICs) and field programmable gate arrays (FPGAs)] that are likely to be used in NPPs? 

4. Does the database contain root cause analyses information? 

5. Does the database contain any information on software failures?

The databases that were included in the preliminary scoping studies are the following:

· Equipment Performance and Information Exchange (EPIX) Database.
· Computer-Based Systems Important to Safety (COMPSIS) Database

· System and Part Integrated Data Resource (SPIDR) Database

· FAilure RAte Data In Perspective (FARADIP)

· Government-Industry Data Exchange Program (GIDEP)

· Aviation Accident/Incident System Database

· Offshore Reliability Data (OREDA) Database. 
As mentioned above, attempts were also made to include failure data maintained by nuclear I&C manufacturers, but without success. The result of the scoping studies showed the EPIX and COMPSIS databases to contain failure data relevant to the objectives of the study. The COMPSIS database structure was also found to be the most potentially useful, because it allowed events involving DI&C to be documented in a more structured manner. However, the database is relatively new and at the time of this study, there was relatively little information on DI&C failure modes. 
1.2 Study Findings

A total of 2,263 files were initially downloaded from the EPIX database using the following keywords as search terms: PLC; Programmable AND NOT PLC; Software; Algorithm; ASIC; Digital; Computer; Processor; and Integrated circuit. Out of this total of 2,263 records, 226 events were randomly selected and (manually) analyzed. One-hundred and twenty-six (126) of these analyzed events were found to be actually non-digital-related and, therefore, discarded. Each record was reviewed to identify the component, module, or system that failed, as well as the failure mode and the effect of the failure either on the modules or systems at a higher level (e.g., the effect of a failure of a component in the safety injection system if the component is part of the safety injection system, or the effect on other systems if those systems are identified in the failure event record).  The following observations are based on the analyses of the remaining 100 (out of the 226) records found to be DI&C-related:

1. Several of the events among the records analyzed can be considered unique to digital systems. Examples include:

· One system failure was attributed to the failure in a test program to verify that the wait time for a physical process to complete was long enough. This is a uniquely digital failure mode in the sense that it is difficult to anticipate and to test the actual functions of a complex system with complete accuracy. 

· Several of the failures reviewed were due to communications problems (timeouts, buffer overflows, etc.). Communications present unique problems for digital systems. The ease of changing digital programs is both strength and vulnerability. This is an example of a failure that is not possible for conventional hardwired controls. 

· One system failure was attributed to the fact that a NAND gate in a logic circuit had failed in a quasi-trip state (i.e., an intermediate value that was not high enough to be considered a true HI). Similar failures to an intermediate value exist in the conventional discrete component logic of safety systems. What is different in this case is that the design of the system was sophisticated enough to self-diagnose the failed condition and initiate an alarm light and place the output in the fail-safe state. This appears to be a unique digital failure, but one that worked better than the comparable analog failure.

· In one case, software was installed on a Chemistry Data Acquisition System (CDAS) server from the business local area network (LAN) to conduct a test to verify connectivity to the DAS server and transmit condensate demineralizer values. The Condensate Demineralizer PLC was connected to the plant network and the test was conducted. The software suite was furnished with support services such as automatic synchronization that identified other existing copy of the software on the local network and performed updates if necessary. Unknown to personnel performing this particular activity, the software suite established a communication path from the CDAS server through the firewall to the production Condensate Demineralizer personal computer (PC) and performed system updates. The test software had all the functionalities, but the system-specific operational parameters were all zeros. The Condensate Demineralizer PLC tags that included operational parameters were overwritten by the zeros in the test suite, which resulted in 0% flow demand—essentially complete isolation of condensate flow to the feedwater system. The isolation caused automatic scram of the reactor on low reactor water level. Eventually, Reactor Core Isolation Cooling (RCIC) and High-Pressure Coolant Injection (HPCI) systems initiated and recovered the reactor water level. 
This event highlights the observation that complexity of digital I&C systems may result in failures that cannot be easily anticipated from a top-level understanding. Although the control system in the example was used in a non-safety-related system and did not have paths for communicating directly with a safety-related system, the high degree of coupling between the systems resulted in initiation of multiple plant protection systems to bring the reactor to a safe and stable condition. This failure involves a failure in the test procedure  and several failures in a communications system design. The controls in place to prevent events such as this include:

a. the system design should have precluded an inadvertent software change,

b. the test procedure should have isolated the system under test so that it is not connected to a network,

c. the communications system should have several places that check for valid messages, particularly those that modify control software,

d. the firewall should have been designed to prevent instructions to change software or constants to pass through while the system is in operation,

e. the synchronization software should have been designed to target a specific computer, and

f. both sending and receiving computers should validate that the software update is from a valid sender, that the receiver is the intended target, and that the receiver is in a state that it is permitted to change instructions or data. 
2. Of the records analyzed, only ~3% of the failures involved field programmable gate arrays (FPGAs) and over 65% of these failures were due to loss of programmed memory of the FPGA. Although the percentage of failures of FPGAs found in the review was very small, it is significant to note, based on the focus of the study (i.e., failure modes of DI&C), that “loss of programmed memory” appears to be a significant failure mode of such devices. 

3. About 8% of the failure events in the EPIX data analyzed involved application-specific integrated circuits (ASICs). Failure modes of the ASIC cards included failed passive components (e.g., “shorted capacitor”), “failed output (LO or HI), “shorted operational amplifier,” and “intermittent loss of power.”

4. About 35% of failures in the EPIX data analyzed involved PLCs. Failure modes included “loss of communication,” “incorrect firmware coding,” “loss of power,” and “processor lockup,” as well as failure modes of specific I&C modules (e.g., PLCs, ASICs). Failure modes of specific I&C modules identified as a result of the study are shown in 
5. Table 1
.
6. The description of some of the events in the EPIX database also contains information on the cause of failure. In many cases, however, the cause of the failure could not be identified or was simply not specified. 

7. The EPIX database analyzed was found to contain relatively little information on software failure modes. Less than 10% of the records analyzed were attributed to software. In addition, event descriptions were often not comprehensive enough to identify the software failure mode and/or the cause of the software failure. The relatively few software failures identified may also be due to the fact that, in many cases, it is difficult to exclusively identify a failure as software-related, since the software is an integral part of a module or system (e.g., PLC). For example, “loss of communication” to/from a PLC may be listed as a PLC failure but could have been due to buffer overflows originating from a latent (software) design flaw. In this study, this is especially true where inadequate analysis of the cause of the problem has been performed by the plant. Causes of software-related failures, as inferred from the EPIX data analyzed, are shown in Error! Reference source not found..
Table 1.  Failure modes of cards/modules identified from the EPIX data
	I&C System, Module, 
or Component
	Failure modes identified from EPIX data (Appendix A)

	PLC
	Loss of communication

	
	Processor lockup

	
	Communication timeout

	
	Loss of power

	
	Incorrect firmware coding

	
	Open fuse

	
	Unable to reset

	
	False output

	
	Communication dropout

	
	Incorrect functioning of central processing unit (CPU) clock

	
	Loss of DC power

	
	Failed output (HI or LO)

	
	Damaged component

	
	Failed to reboot

	
	Failed to establish communication

	
	Programming error/latent fault in PLC logic

	ASIC Card/ASIC-based Module
	Shorted capacitor on card

	
	Failed output (LO or HI)

	
	Degraded pulse-to-analog converter signal

	
	Shorted operational amplifier

	
	Intermittent loss of power

	
	Drift high 

	
	Drift low

	
	Erratic output

	FPLA
	Loss of programmed logic

	Programmable Logic Device (PLD)
	Incompatibility with clock speed.

	Power supply, UPS, Battery
	Open fuse

	
	Loss of DC power

	
	Damaged capacitors/components

	
	Shorted capacitor

	
	Erratic output

	Other hardware
	Timebase fault

	
	Degradation of UPS battery

	
	Failure of subcomponent on controller logic circuit card.

	
	Unresponsive (lock up of) Programmable Peripheral Interface (PPI)

	
	Output out of tolerance (drifting) due to unstable clock

	
	Degraded output (due to static buildup)

	
	Failed output of address decoder chip

	
	Failure to communicate data to remote computer

	
	Short circuit

	
	Erratic/fluctuating output

	
	Network switch disconnected

	
	Instrument air pressure drop

	
	Loss of communication

	
	Damaged capacitors/components

	
	Open circuit/loss of continuity

	
	Communication interruption (lasted 36 seconds)

	
	Communication lockout due to accumulation of timeout errors

	
	Spurious performance (isolator card)

	
	Erratic output

	
	Loss of memory

	
	Output card failed high

	
	Spurious performance (CPU board)

	
	Unresponsive to input command

	
	NAND gate output failed in a quasi-trip state (would not provide 
true “HI”)

	
	Intermittent loss of power

	
	Failed output (HI or LO)

	
	Loss of communication


                          Table 2  Causes of software-related failures, as inferred from the EPIX data analyzed.
	Incomplete description of requirements

	Incorrect firmware coding

	Faulty calculation in program

	Requirements error

	Incorrect interpretation of requirements

	Task/Application crash

	Inadequate software version control

	Software update incompatible with the Plant Process Computer design basis

	Inadequate software validation and verification (V&V)

	Software lockup


The event descriptions of these failures for all the 100 EPIX records identified as digital-related were further analyzed in an attempt to identify causes of failure as well as common characteristics for particular sets of failure modes.  The causes of failures were obtained from either direct statements in the description of the failure event, or they were inferred as the most likely cause based on the description of the failure event. Table 3 provides definitions of the “Cause of Failure,” as defined for the purposes of this study. 
The general lack of “quality” relative to the objectives of the study did not allow the development of a unified framework for failure modes and mechanisms of nuclear I&C systems.  However, an attempt was made to characterize all the failure modes observed (i.e., without regard to the type of I&C equipment under consideration) into common categories. To achieve this, the failure modes and their causes were further grouped into “Failure Characters” as identified in Table 4. For the purposes of this study, “failure character” is defined as the ensemble of failure modes that exhibit common characteristics. The characterization based on these definitions is shown in Table 5. 
Table 3  Definition of failure cause as used in this report

	Cause of Failure
	Definition

	Incompatibility of hardware
	A failure primarily due to the fact that some components or subsystems using one technology interface with other components or subsystems that use incompatible technology or design. An example is a design that incorporates faster IC chips with slower ones.

	Programming error
	A failure resulting from an error in the system software or firmware.

	Incomplete requirements description.
	A failure resulting from the fact that an undesirable system behavior that could have been avoided by an improved program or logic design was not anticipated, and therefore was not made part of the requirements at the beginning of the system design.

	Operating outside of specification
	A failure resulting from the fact that the failed system was operating outside of specifications (e.g., high voltage surge caused by lightning, electromagnetic/radiofrequency interference (EMI/RFI) induced faults, etc.).

	Incorrect interpretation of requirements
	A failure caused by a design error, but the primary cause of which can be traced to an incorrect interpretation of requirements.

	Unknown
	Self-explanatory.

	Human error
	A failure due to an unauthorized function performed by a human.

	Incompatibility of Software
	A failure due to the fact that a software version installed in a module is not compatible with a software version in another module that the first module has to communicate or interact with.

	Inadequate software V&V
	A failure due to a programming error, but attributed to the fact that the error could have been detected if adequate V&V (e.g., adequate testing) was performed before system was placed in service.

	Installation error
	A failure due to an error or errors during installation (e.g., ignoring to install the hardware in the required configuration)

	Hardware/Software Design Flaw
	A failure that is traceable to an error in the design of the hardware and/or software.

	Inadequate Environmental Control
	A failure due to operating outside environmental temperature and humidity specifications. 

	Inadequate Software Version Control
	A failure caused by inadequate software version control

	Corrosion
	A failure caused by corrosion.


                                          Table 4  Definition of failure character as used in this report.
	Failure character
	Definition

	Execution-sequence-dependent
	Failures that typically occur because an expected sequence of events does not occur in the order expected. Examples are communication timeouts, failure of a network node to acknowledge receipt of data, data corrupted in transit (which has to be resent), etc.

	Data-dependent
	Failures that typically occur due to erroneous data fed to the malfunctioning module from another module. An example is wrong trip/no-trip calculation from one module fed into a voting logic module.

	Detectable/preventable faults before failure
	Failures that they are likely to be detected before they occur, such as by online monitoring, exhaustive testing prior to installation, adequate configuration control or verification and validation, etc.

	Intermittent failure
	Failures that appear and disappear seemingly at random.

	Persistent failure
	Failures that they occur in the same module or system at different times and under the same conditions.

	Sudden failure
	Failures that they occur comparatively rapidly (as opposed to gradual degradation or age-related failure). 

	Degradation/age-related failure
	Self explanatory. Examples include wear out or drift.

	Random failure
	Failures that they do not appear to have any pattern or regularity.

	Systemic failure
	Failures that they are related deterministically to a certain cause or causes.


A review of Table 5 shows that about 34% of the failure modes were characterized as detectable/preventable faults, indicating instances where failures that could possibly have been prevented with improved configuration control, improved V&V prior to system development, or perhaps improved test coverage during the V&V procedures and acceptance testing procedures. Note that failures caused by “operating outside of specification” were included in this category. 

Twenty three percent of the failure modes were characterized as “age-related.” It is interesting to note that while many of the subsystems that failed in these cases are parts of digital-based systems (e.g., radiation monitors), the majority of the components that failed were power supplies or components related to power supplies. The failure mode was usually a degraded output voltage or a complete power supply failure. 

Twenty one percent of the failure modes were characterized as “random,” meaning that these failure modes did not appear to have any pattern or recurrence. 

Nineteen percent of the failure modes were characterized as “random/sudden,” meaning that these failures were random and occurred comparatively rapidly (as opposed to gradual degradation). They were characterized differently from just being characterized as “random” because the sudden nature of the failure event could be more readily inferred from the event description in the EPIX database.  Only about 2% of the failure modes were characterized as “Intermittent.” 
                               Table 5 Failure modes, causes, and character of EPIX digital failure events
	Failure mode
	Failure cause
	Failure character

	CPU lockup
	Incompatibility of hardware
	Detectable/Preventable before failure

	Incorrect firmware coding
	Programming error OR 
Requirements error/misinterpreted requirements
	

	Unresponsive in auto mode.
	Incorrect interpretation of requirements
	

	Failure to communicate data to remote computer
	Programming Error
	

	Encoder Output Error
	
	

	Instrument air pressure drop
	
	

	Task crash

[Loss of asynchronous system traps (AST)]
	Programming Error OR Incomplete Requirements Specifications
	

	Faulty program calculation
	Requirements error
	

	Loss of communication (PLC)
	Requirements error / Incomplete requirements description OR
Misinterpreted Requirement
	

	Erroneous/false output
	Human error
	

	Open breaker
	
	

	Loss of communication
	Inadequate software V&V
	

	Erratic/unstable output
	
	

	Incorrect PLC output
	
	

	False output
	Requirements error OR
Incorrect interpretation of requirements
	

	Software lockup
	Programming error OR
Requirements error
	

	Communication lockout due to accumulation of timeout errors
	Programming error AND/OR
Operating outside specifications
	

	PPI unresponsive (lock up)
	Operating Outside of Specifications
	

	Loss of communication
	
	

	Spurious performance (CPU board)
	
	

	NAND gate output failed in a quasi-trip state (would not provide a true “HI”)
	
	

	Open fuse (caused by voltage spike)
	
	

	Failed to establish communication
	Installation error; also operating outside of specifications
	

	Degradation of battery
	Degradation/Age-related
	Age-Related

	Voltage regulator card failed due to aging
	
	

	Degradation of UPS battery
	
	

	Out of Tolerance (drifting) due to unstable clock
	
	

	Short Circuit
	
	

	Incorrect functioning of CPU or clock
	
	

	Loss of Vdc power
	
	

	Failure of Control Rod Element Assembly to move specified distance on command.
	
	

	Electrolytic capacitor failure (Actual mode of failure not specified)
	
	

	Damaged capacitors

(mode of failure not indicated)
	
	

	Damaged components on output cards

(actual failure mode not indicated)
	
	

	Spurious performance

(isolator card)
	
	

	Intermittent Loss of Power
	Equipment Aging
	

	Loss of Communication/

Common bus failure
	Corrosion
	

	Degraded pulse-to-analog converter signal
	NI
	

	Output degradation (due to static buildup)
	Operating Outside of

Specifications
	Random

	Erratic/fluctuating
	Unknown
	

	Unable to reset
	Unknown
	

	Communication Dropout/Loss of communication
	Unknown
	

	Erratic Output
	Unknown
	

	Component failure

(actual failure mode not indicated)
	Unknown
	

	Variable Frequency Drive controls failed

(mode of failure not indicated)
	Excessive traffic (interference or data storm) on the connected plant network
	

	“Open circuit/loss of continuity”
	NI
	

	FPLA failed

(mode of failure not indicated)
	Unknown
	

	Tracking driver card output failed high
	Unknown
	

	Loss of logical network connection
	Operating beyond limited software resources
	

	No output indication
	NI
	

	Communication Dropout
	Maximum accrued timeouts
	

	Failed output of address decoder chip
	Unknown
	Random/Sudden

	Failed Output (high or low)
	Unknown
	

	Network switch disconnected
	Loss of power
	

	Unscheduled clock reset
	Memory corruption of recorder software
	

	Computer lockup
	Unknown
	

	PLC failed to reboot
	Unknown
	

	Loss of memory
	Battery failure
	

	Failed analog input card
	Unknown
	

	Processor hang up
	Unknown
	

	Shorted capacitor
	Electronic component failure
	

	Shorted operational amplifier.

Overpressure Delta-T setpoint failed high.
	
	

	Failed output (HI or LO)
	Cold/bad solder joint
	

	Loss of trip signal
	Failure of rotary switch or relay
	

	Periodic processor hang-up
	Inadequate environmental control
	Intermittent


2 CONCLUSIONS 

This study reviewed seven databases for information on DI&C failure modes and failure causes in an attempt to establish a unified framework of failure modes and mechanisms to facilitate meaningful integration of relevant information from multiple sources. The general lack of “quality” relative to the objectives of the study did not allow the development of a unified framework for failure modes and mechanisms of nuclear I&C systems.  In addition, there was statistically an insufficient number of events related to any one type of equipment (e.g., PLCs, ASIC-based equipment, FPGA-based equipment, etc.) in the records examined to further characterize failure modes of each type of equipment into common “failure characters.” However, it was possible for all the failure modes observed (i.e., without regard to the type of I&C equipment under consideration) to be grouped into common categories. It was found that all the failure modes identified could be characterized as (a) detectable/preventable before failures, (b) age-related failures, (c) random failures, (d) random/sudden failures, or (e) intermittent failures. These categories are defined in Table 4. It is interesting to note that a significant portion of these failures were categorized as “Detectable/Preventable before failure.” This failure category are those that are likely to be detected or prevented from occurring, such as by online monitoring, exhaustive testing prior to installation, adequate configuration control or verification and validation.
While a rather large number of records were initially identified for analyses (using relevant keywords), only a small sample size (226) of this initial 2,263 events was randomly selected for detailed analyses because of funding and time constraints. Out of this 226 records, only 100 records were found to be truly digital-related. Further work will be necessary to completely characterize digital I&C failure modes, and (perhaps) only then can a unified framework of failure modes and mechanisms to facilitate meaningful integration of relevant information from multiple sources be established.

The EPIX database was found to contain relatively few information on software failure modes. Less than 10% of the records analyzed were attributed to software. In addition, event descriptions were often not comprehensive enough to identify the software failure mode and/or the cause of the software failure. 
Several of the events among the records analyzed can be considered unique to digital systems, highlighting the argument that digital systems may pose failure modes not observed in analog systems. Issues raised with these observed events (as documented in this paper) include:

· A failure in a test program to verify that the wait time for a physical process to complete was long enough is a uniquely digital failure mode in the sense that it is difficult to anticipate and to test the actual functions of a complex system with complete accuracy. 

· The probability of an undetected latent error increases with complexity; complexity is more of a problem with digital systems because it is feasible to automate a complex operation like the optimum fuel handling procedure. 

· Communications present unique problems for digital systems. The ease of changing digital programs is both strength and vulnerability. This is an example of a failure that is not possible for conventional hardwired controls. 

· Similar failures to an intermediate value such as the discussed in the text exist in the conventional discrete component logic of safety systems. What is different in this case is that the design of the board was sophisticated enough to self-diagnose the failed condition and initiate the alarm light and place the output in the fail-safe state. This appears to be a unique digital failure, but one that worked better than the comparable analog failure.
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