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Computational Speed-Up of Complex Durability Analysis of Large-Scale Composite Structures
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ABSTRACT

The analysis of modern structures for aerospace, infrastructure, and automotive engineering applications necessitates the use of larger and larger computational models for accurate prediction of structural response.  The ever-increasing size of computational structural mechanics (CSM) simulations imposes a pressing need for commensurate increases in computational speed to keep costs and computation times in check.  Innovative methods are needed to expedite the numerical analysis of complex structures while minimizing computational costs. The need for these methodologies is even more critical when performing durability and damage tolerance evaluation as the computation is repeated a number of times for various loading conditions. .  This paper describes a breakthrough for efficient and accurate predictive methodologies that are amenable to the analysis of progressive failure, reliability, and optimization of large-scale composite structures or structural components.  

 Progressive Failure Analysis (PFA) can significantly improve the analysis accuracy and evaluation of the structural components.  The PFA of structures under service load determines the critical damage events, the failure load and the failure mechanisms associated with each damage event, NDE inspection, and the final residual strength of the component.   This PFA computation leads to integrated design/analysis disciplines of material, structural model, and the damage tracking technique. However, direct links to the finite element analysis (FEA) typically require several iterations to converge. Each iteration may require simultaneous changes in material and structural parameters, in order to understand and predict the new structural response under hygral service loads.

The work presented in the paper summarizes results from a comprehensive on-going research program sponsored by the US Department of Energy (DOE) to develop an innovative Ultra Rapid Technology including advanced parallel processing software, reconfigurable hardware and real time dynamic forced partitioning to perform accurate Progressive Failure Analysis of Large Scale structural components.  The resulting methodology is utilized for the Durability and Damage Tolerance (D&DT) of structures under service loading, as well as the real time health monitoring of the diagnostic and prognostic and intelligent field repair techniques for composite commercial and military components.  

METHODOLOGY

Rapid Parallel Processing Technology With Flexible-Forced Partitioning

The ultra-rapid evaluation of extremely large scale problems relies on parallel processing software that uses the Message Passing Interface Standard (MPI II) for parallel computer systems containing large numbers of processors and differing architectures. The process condenses extremely large structural engineering problems into many substructures or super elements. An adaptive flexible parallel forced partitioning technique was developed by the authors [Ref 1 - 3] to isolate designated/changed portions of structure for evaluation. It offers advantages by separating the "design" and "fixed" portions of the structure and in isolating the computations influencing each design variable (i.e. each design variable primarily affects one substructure), which to substantially reduce computations.  This adaptive flexible forced partitioning methodology uses: 1) multi-frontal algorithm; 2) parallel processing partitioning capability; and 3) flexible sub-structuring of FEM meshes. 

The ultra rapid simulation achieves improved efficiency and acceptable accuracy using software that takes full advantage of multi-processor and multi core computers using field programmable gate array (FPGA) chips to reduce solutions for ultra-large scale engineering problems. The software will dynamically distribute computing loads to heterogeneous computing resources. 

Fig. 1a shows a panel partitioned into four substructures. Fig. 1b shows the hierarchical tree management used in traditional domain decomposition. Fig. 1c shows the hierarchical tree management for mathematical relations between the super element S1 and the substructures I - IV. Fig. 1d shows the flexible sub-structuring as re-configured by hierarchical tree management for mathematical relations between the super element S1 and the substructures I - IV. It also shows that changes in substructure I will require a minimal change for the global solution (panel). 

An advantage of this method is that when parameters in a finite element sub-domain are perturbed, only the condensed coefficient matrix for that super element and any other higher-level super elements in that branch of binary tree are changed. Therefore, in a new solution the condensed matrices of untouched super elements of the binary tree are the same as in the first unperturbed solution. With careful domain partitioning, one can combine all the perturbed elements in one super element requiring only one branch of the binary tree to be reevaluated to solve the perturbed problem. The resulting time saving benefits during optimization or reliability analysis are substantial as re-calculating the stiffness for the whole structure is avoided as only one region is updated. One example (~ 2000 elements) showed execution time savings for progressive failure analysis of two orders of magnitude.  
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a) Panel Partitioned Into Four Substructures
	
[image: image2.wmf]
c) Forced Partitioning
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b) Traditional Domain Decomposition Partitioning
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d) Changes in S4 where is Panel I Requires Minimal Change For Global Solution


	Figure 1 - Flexible Symmetrical and Asymmetrical Forced Partitioning Sub-Structuring


A promising means to achieve very significant computational speed increases is integration of an ultra-rapid parallel processing technology with flexible-forced partitioning to decompose a finite element model (FEM) into super-elements for parallel processing. A flexible-forced process-based partitioning technique was developed to isolate designated/changed portions of structure for evaluation. It can automatically reconfigure partitions to symmetrical or asymmetrical partitions of arbitrary size and number. This approach reduces the cost and time of trade studies for configurations in which global matrix decomposition is frequently required to accommodate design variable changes. The flexible-forced partitioning methodology integrates parallel processing partitioning technology and flexible-forced partitioning of FEM elements into super-elements.

The basic premise of this super-element analysis program is that a global finite element mesh is treated as a super-element, consisting of two or more elements connected together. There are no limits on the number of sub-elements and internal degrees of freedom. The degrees of freedom of internal nodes are coupled only with those of other internal nodes and boundary nodes of the super-element. Further, the internal nodal degrees of freedom are not coupled with the degrees of freedom of the nodes outside the super-element boundary.

The reduction in size of a problem, by eliminating (condensing out) some degrees of freedom is called static condensation. If we condense out all the interior degrees of freedom for the substructures, we are left with only the boundary degrees of freedom, and, as a result, a much smaller stiffness matrix. There are no restrictions on how the global stiffness matrix is partitioned into sub-matrices; the user may choose a partitioning scheme which best represents the physics of a problem. Therefore, the actual size and parameters of the sub-matrices will correspond to a chosen partitioning scheme.

Climb and descend operations are carried out for each substructure. Output from the program is a detailed FEA for any specified substructure with imposed displacements at the boundary. As damage occurs, the resulting stresses and strains at the boundary nodes are monitored. At any stage of the simulation, the user can suspend the progressive failure analysis and re-compute the boundary displacements. This re-computation can be carried out rapidly because the interior degrees of freedom for each of the untargeted substructures are not involved in the re-computation, and thus the climb and descend calculations are carried out rapidly.

Global Parallel Non-Partitioning Processing using Job Spooler Technology
A client sends separate remote analysis jobs to a central job server using a spooling architecture for job queues and efficient parallel complete job performances.  A job is processed as a whole on a server and not broken up into partial jobs such as MPI and other parallel job architectures.  Therefore the job spooler works on a global macro level where it sends an executable job to be performed completely on a specific target workstation that is available or an ideally a higher performance workstation.  

Features

· Assign workstations to perform complete jobs, without breaking up jobs into components (such as MPI).  This is ideal for running many separate jobs rather than a single large job

· Ideal solution for users or modules that require high quantity (1000+) of separate executable jobs (A&B Allowables, Probablistic, etc.)

· Real time dynamic management and monitoring of job queue completion and availability from servers

· Virtual Server capability allows job distribution to multiple servers

· Administrator may specify which executables are allowed on target servers such as GENOA executables, custom executables, third-party software, etc

Technical Specifications

· Uses platform independent Java runtime

· User friendly GUI screen to monitor from client, server, or virtual server side

· Server requires IP Address (129.199.0.37) and Port Number (5555) assignment of clients allowing intranet and internet remote possibilities.

· Uses standard SOCKET interface for minimal network communications and requirements
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Figure 2 –Virtual Server

The Virtual Server (Fig.2) is ideal for load balancing and managing jobs across multiple servers.  The client only deals with one server (Virtual Server) and does not know that the jobs are being sent to other servers.  This is far more efficient than configuring the client to independently connect to multiple servers.
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Figure 3 –Multiple Virtual Servers
There is no limit to the number and usage of Virtual Servers (Fig. 3).  A virtual server may connect to a real server or another virtual server.  The client may send a job to a virtual server where the job may end up at the end of a network of servers and virtual servers, depending on the current load balance of jobs.  This creates a powerful web of analysis servers or an analysis farm.  The virtual server enforces a circular (round-robin) job submitting nature to avoid over loading a particular server.

Progressive Fatigue Failure Analysis (PFA)

The life prediction code GENOA PFA [ref 4] utilizes and integrates (Fig. 4):

1. finite element thermal and structural analysis, 

2. micro-mechanics, and fracture mechanics options,

3. damage progression tracking,

4. probabilistic risk assessment,

5. minimum damage design optimization,

6. material characterization codes

to scale up the effects of local damage mechanisms to the structure level to evaluate overall performance and integrity. The damage progression module relies on a composite mechanics code for composite micro mechanics, macro-mechanics, laminate analysis, as well as cyclic loading durability analysis, and calls a finite element analysis module that uses anisotropic thick shell elements to model laminated composites.

Imposing failure criteria locally within each micro mechanics sub-volume, GENOA carries out progressive damage and fracture simulations. Micro mechanics sub-volumes are obtained by subdividing each micro mechanics volume into regions with characteristic fiber configuration. Within each sub-volume local coordinate orientation in the material coordinate systems will be identified. At each load step, the stuffer, filler, and weaver stresses and strains (obtained through 3D woven composite micro stress analysis) is checked according to distinct failure criteria. 
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GENOA Software Modules
	Material Prediction  and Uncertainty Evaluation

· Composite Material Property Prediction (2D/3D)

· Composite Material Thermal Aging Effect

· Composite Material Micro Crack Density Prediction

· Composite Manufacturing Anomaly Effect

· Composite Material Uncertainty ( A-B Base Allowable) 

· Metal Fracture Toughness Determination

· Metal fatigue Crack Growth 

	Large Scale Structural Component

· Linear & non linear Structural Analysis

· Multi Site Damage (Initiation,Progression, Residual Strength)

· Failure Mechanism Contribution

· Part Inspection Guidance


· Life Prediction, Final Failure Loads


· Environment effect (EBC, TBC)


· Fracture crack growth Analysis 


· Probabilistic Assessment

· Reliability Based Optimization

· Building Block Verification Strategy

· Certification Process,

· Conforms to FE Standards


Figure  4 Functionality of PFA Software

The PFA code augments finite element software by providing progressive failure analysis based on damage tracking and material property degradation at the micro-scale of fiber and matrix, where damage and delamination initiate.  The GENOA software (Fig. 5), is supported by three functional pillars: 

1. commercial FEA software,

2. full-hierarchical damage tracking

3. micro-mechanics material engineering.

Fig. 6, shows how functions interact to deliver real world results.  There are two other complementary pillars in GENOA, namely optimization and probabilistic that a user may activate to perform life extension and uncertainty analysis.

	Figure 5. Three GENOA  Pillars [image: image11..pict]
	Figure 6.   GENOA Module Interaction [image: image12..pict]


Displacements, stress and strains derived from the Full scale FEA solution at a node of the finite element model are passed to the laminate and lamina scales using laminate theory.  Unlike the process depicted in Fig. 7a, most FEA analyses, which are not augmented with GENOA, evaluate failure at the lamina or laminate scale and do not pursue failure beyond this point. In reality, failure does not originate at the lamina and laminate level but, instead, originates at lower scales.  Hence, GENOA augments FEA analysis, as shown in Figs. 7a, 7b, with a full-hierarchical modeling that goes down to the micro-scale of sub-divided unit cells composed of fiber bundles and their surrounding matrix.

	[image: image13..pict]a)  FEA results propagated from the structural scale to the micro-scale
	[image: image14..pict]b) Reduced fiber & matrix properties (micro- scale) propagated up to structural scale.


Figure 7. Full hierarchical modeling from full-scale to micro-scale
OBJECTIVES

The benefits from the computational speed up approach will be quantified by applying the new technology to large-scale composite structures as shown in Table 1. 

	Table 1.FEM  Computing Time Skyrockets with  Durability & Damage Tolerance  Problem Size s

	Problem
	Problem Goal
	Problem Size
	Computing Time

	Space Shuttle Foam Analysis
	Predict Fracture Toughness
	360 GB of data
	> 2 Days

	Composite Truck Chassis
	Predict Residual Strength and Life
	600,000 FEM
	2 Weeks

	Auto

Composite Structure 
	Crash Analysis
	400,00 FEM
	8 Hours

	HMWWV Structure
	System Durability and Reliability Analysis
	Ultra-large
	Weeks on Multi-processors

	Army Composite Bridge
	Predicted Strength and Life After Battle Damage Repair
	100,00 FEM
	2 Days

	Delphi/Delco Microelectronic Chip
	Thermal Aging Analysis
	>1,000,000 FEM
	> 2 Weeks

	Siemens combustor liner
	Fatigue Life Prediction
	Large 
	> 2 Weeks


The computational advances described in the next section are aimed at a significant reduction in computing times for the problems shown in Table 1.
RESULTS TO DATE

Computational Time Savings via Resizing Options
An existing static partitioning algorithm was enhanced to dynamically and flexibly reconfigure a structure having symmetrical partitions to one having asymmetrical partitions (i.e., super-elements) of arbitrarily larger size and smaller number than the associated FEM elements. An important feature of the program is to allocate required memory for specific size problems. Fig. 8 indicates savings for two types of resizing options.  The bar on the left indicates the time required to process all super elements up and down the tree (Fig. 1).    The center bar indicates a 46% time saving when structural components are resized.  The right bar indicates 68% timesaving if a property change is made for a substructure.. If this perturbation was performed on a single substructure (out of tens or hundreds of super elements making up a total structure), the time savings could be many orders of magnitudes above what is shown.
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Figure 8. Time Savings vs. Resize Option
Field-Programmable Gate Arrays (FPGAs) to Further Accelerate PFA Analysis

Field-Programmable Gate Arrays (FPGAs) have been shown to achieve remarkable computation time reductions (up to 100X faster than a traditional 2.2 GHz AMD Opteron CPU) for applications ranging from human DNA genome sequence comparisons, molecular dynamics, weather/climate forecast/modeling,  and matrix multiplicaton and equation solution [refs 5-8].  Obtaining double precision accuracy for matrix equation computations,  traditionally challenging for FPGAs (requiring many arithmetic units), has now been accomplished by iterative refinement in double precision of single precision calculations performed rapidly in parallel on FPGAs [ref 9-10]. This technique has demonstrated a 36X performance speedup for matrix factorization calculations (Fig. 9) which dominate large-scale matrix equation solution.
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Figure 9. Rapid Double Precision accuracy via FPGA iterative refinement algorithm.
The total overall speedup of 10.3, demonstrated for this smaller application, promises to increase to approach 36X for larger applications where matrix factorization calculations dominate the less-parallel back-solve operations.  The performance of the back-solve, however, promises to benefit significantly by solving many right-hand sides (50-100) in parallel at a speed up proportional to the number of right-hand sides by reuse of the matrix already factored by the FPGA. 
Non-Partitioning Job Spooler Benchmark Results
The Job Spooler methodology was tested on a global scale for complete runs on designated workstations.  As shown in Figure 10, one PFA run of 50 iterations takes approximately 131 seconds on an typical Windows workstation where running 100 PFA cases sequentially would take 100 times longer (13100 seconds).  With the strong multi-processing support of a AMD-64 Quad Processor Linux workstation, the job spooler was allowed to run 20 cases simultaneously on the Linux workstation which completed the 100 PFA cases in 833 seconds (1600% faster).   Adding 4 more Window platforms to the AMD Linux job spooling group showed minor improvement which demonstrates the efficiency of a high performance workstation acting as the sole spooler in this scenario.
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Figure 10. A high performance workstation with true hardware multiprocessing (AMD 64 Quad Core Linux) can perform efficiently alone in the Job Spooling as shown in the third bar
For environments without a high performance workstation, the computation time can significantly be improved by using multiple workstations in a spooling group as shown in Figure 11.  On a single Windows workstation, the completion time to sequentially run 20 PFA cases is 2551 seconds.  Using the Job Spooler to group four similar Windows workstations together, the completion time to perform the 20 PFA cases is 620 seconds (400% faster).  This Job Spooling methodology not only demonstrates improvements in computation time but also efficient management and dynamic allocation of resources in real time environments.


Figure 11. Adding available workstations to the Job Spooling group increases productivity, computation performance, and resource management in demanding environments.
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